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Overview	  of	  this	  lecture	  

–  You’ve	  seen	  microarrays	  and	  sequencing;	  here	  I	  discuss	  
the	  epigenomic-‐specific	  assays	  that	  are	  upstream	  of	  
these	  readouts	  
–  DNA	  methyla/on:	  enzyma/c,	  chemical,	  enrichment/affinity	  

capture	  

–  Sequencing	  versus	  microarray;	  high	  versus	  low	  resolu/on	  

–  Chroma/n	  immunoprecipita/on,	  ChIP-‐exo	  

–  DNaseI	  hypersensi/vity,	  total/ribo-‐/polyA/micro	  RNA	  

–  3C,	  HiC,	  etc.	  
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Direct                                                       Oxford Nanopore 
sequencing                                              Pacific Biosciences 

                      etc. 
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Enzyme	  diges?on	  example	  
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MspI – cuts at CCGG or 
CCGG sites 
 
HpaII – cuts only at 
CCGG 
 
 
CG - unmethylated 
CG - methylated 
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Affinity	  capture	  of	  
methylated	  DNA	  
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Robinson et al. 2010 
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Bisulphite	  sequencing	  
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http://www.diagenode.com/en/applications/bisulfite-conversion.php 

Sodium bisulphite converts methylated 
Cytosine into Uracil, which can be read 
as Thymine after PCR 
 
In combination with sequencing (Sanger 
or NGS), can achieve methylation 
mapping at single base resolution 
 
Can be nicely combined with genotyping 
arrays (e.g. Illumina HumanMethylation 
450k) 
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Type	  II	  
(1	  probe)	  

Type	  I	  
(2	  probes)	  

Unmethylated	  CpG	  site	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Methylated	  CpG	  site	  

from	  Bibikova	  et	  al.	  Genomics	  2011	  	  

Bisulphite conversion + “genotyping” 
array (Illumina HumanMethylaton450) 
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DNAme	  methods	  that	  use	  
bisulphite	  conversion	  with	  
NGS	  
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BS-seq/MethylC-seq generally yields
many reads covering each cytosine, pro-
viding a digital read-out of the frequency
at which that cytosine was methylated in
the sample. Indeed, the frequency of
methylation was found to have a distinct
profile for each different context in A.
thaliana, with CG methylation most
commonly found at 80%–100%, while
CHG was methylated at a wide range of
frequencies and CHH methylated in-
frequently (;30%) (Cokus et al. 2008;
Lister et al. 2008). Similar principles ap-
ply to quantitation of DNA methylation
levels at any particular cytosine by shot-
gun sequencing as they do in classical BS
sequencing of cloned PCR products. Each
nonclonal read can be counted as a lo-
calized assessment of the methylation
state in one copy of the genome, and the
granularity of the measurement is thus
determined by sequence coverage. This
measurement of methylation level from
the shotgun BS sequencing agrees closely
with conventional BS sequencing (Cokus
et al. 2008). Of course, the cost to achieve
a given coverage, and thus resolution of
methylation level, depends on the size of
a genome. It should be noted that the
methylation state of a given stretch of
genomic DNA, and thus the base com-
position after BS conversion, may have
an impact upon the efficiency of PCR
amplification during the sequencing li-
brary preparative and cluster amplifica-
tion prior to sequencing. This may affect
the relative representation of sequences
that originate from the same genomic
region but that possess different methyl-
ation states, which may be problematic
for unbiased quantification of the level of
DNA methylation at any given locus.
However, quantitation of the methyla-
tion level in a tissue provides only the
overall sum methylation state of the
pooled genomes, yet in the context of
a single cell the methylation state of
a particular cytosine is binary. Advances
in cell sorting, tissue microdissection,
and sequencing from very low quantities
of biological material will hopefully en-
able the focus to be shifted away from
assessing average levels of methylation
within a tissue to interrogating the
changes that take place within few, or
even single, cells.

We also used MethylC-seq, at high
read coverage (average of ;63 for each
BS-converted strand of the genome), to
investigate and quantify the changes in
the DNA methylome in a range of DNA
methyltransferase mutants, identifying

Figure 1. Techniques for genome-wide sequencing of cytosine methylation sites. Three techniques
used recently to generate bisulfite (BS) sequencing libraries compatible with next-generation se-
quencing are depicted. (A) MethylC-seq (Lister et al. 2008). Double-stranded universal adapter
sequences in which all cytosines are methylated are ligated to fragmented genomic DNA. Sodium
bisulfite treatment converts unmethylated cytosines to thymine, after which library yield enrichment by
PCR with primers complementary to the universal adapter sequences produces the final library that can
be sequenced. (B) BS-seq (Cokus et al. 2008). Ligation of a first set of double-stranded adaptors that
contained methylated adenine bases within DpnI restriction sites close to the site of ligation with ge-
nomic DNA. After BS conversion, PCR is performed using primers complementary to the converted
adapter sequences, yielding double-stranded DNA that is digested with DpnI to remove only the first
adapter set. Sequencing adapters are subsequently ligated to the double-stranded BS-converted ge-
nomic DNA fragments, and PCR with primers complementary to the adapters performed to yield
a sequencing library. (C) Reduced representation BS sequencing (RRBS) (Meissner et al. 2008). Ge-
nomic DNA is first digested by the methylation-insensitive MspI restriction enzyme, which cleaves the
phosphodiester bond upstream of the CpG dinuclotide in its CCGG recognition element. Digested
DNA is then separated by gel electrophoresis, and one or more specific size fractions are selected. The
size-selected DNA is then end repaired, ligated to double-strandedmethylated sequencing adapters (as
described above for MethylC-seq), BS converted, and amplified by PCR with primers complementary to
the adapter sequences.

Lister and Ecker

962 Genome Research
www.genome.org

 Cold Spring Harbor Laboratory Press on March 29, 2012 - Published by genome.cshlp.orgDownloaded from 
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DNA	  methyla?on	  by	  direct	  sequencing	  
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Studying Polymerase Kinetics with SMRT Sequencing 

SMRT Sequencing allows the observation of single DNA polymerases reading individual molecules of DNA in real 
time.  Therefore, the kinetics of DNA polymerization is observable on a single-molecule basis.  The kinetic 
characteristics, such as the time duration between two successive base incorporations, are altered by the 
presence of a modified base in the DNA template3.  This manifests as an increased space between fluorescence 
pulses, which is called the interpulse duration (IPD), as shown in Figure 2 below. 

 

 

These changes in the DNA polymerase speed, relative to an unmodified DNA control template lacking modified 
bases, can be measured for each template position to indicate the presence of modified bases in the DNA 
template.  In order to quantify the change in IPD distributions between a control sample and a native sample, we 
define the IPD ratio as the ratio of the mean IPD in the native sample to the mean IPD in the control samples.  

 
 

 

Figure 2. Principle of detecting modified DNA bases during SMRT sequencing. The presence of the modified base in 
the DNA template (top), shown here for 6-methyladenine, results in a delayed incorporation of the corresponding T 
nucleotide, i.e. longer interpulse duration (IPD), compared to a control DNA template lacking the modification 
(bottom).3 

Figure 3. Detection of 6-methyladenine using IPD ratios. For each template position (x-axis), the ratio (y-axis) of 
average interpulse durations (IPDs) for the native DNA and the unmodified control template is plotted. Excursions 
from the baseline indicate the presence of a modified base (four 6-methyladenines in this example marked with 
vertical grey bars), slowing down the polymerase at least five-fold at the position of the modification9. 

Pacific Biosciences white paper. 
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For sequencing applications, a permanent adapter molecule is
required for continuous base detection. Recent work has demonstrated
that a cyclodextrin can be attached to the aHL nanopore to permit the
continuous stochastic detection of various analytes26. However, these
constructs were not able to discriminate between nucleoside mono-
phosphates, for which a non-covalent aminocyclodextrin had been
used20. We therefore made heptakis(6-deoxy-6-amino)-6-N-mono(2-
pyridyl)dithiopropanoyl-b-cyclodextrin (am6amPDP1bCD), which
contains the primary amino groups required for base detection and
a reactive linker for covalent attachment to a cysteine residue on the
nanopore (see Supplementary Fig. S1). To test the hypothesis that
the cyclodextrin must be attached near the N139Q position, a series
of mutants (XnnnC) were made with cysteines at various positions
in the b barrel (G119C, N121C, N123C, T125C, G133C, L135C,
G137C). The mutants were assembled as 6 : 1 heteroheptamers of

the form WT-(M113R/N139Q)6(M113R/N139Q/XnnnC)1 to
ensure that only one cysteine was present in each nanopore and that
all subunits had a WT background.

The cysteine-containing nanopores were screened for discrimi-
nation of the four standard dNMPs after attachment of the
am6amPDP1bCD adapter. Cyclodextrin attachment could not be
achieved with the cysteines at positions 125 or 133. Nucleotides
were detected after attachment of the adapter to a cysteine at positions
119, 121, 123, 135 or 137, but the discrimination varied considerably
between these positions. The best separation between nucleotides was
observed with the adapter attached to the L135C residue, which gave a
significant improvement in nucleotide discrimination over the non-
covalent adapter (Fig. 2). With a permanent adapter, continuous
detection of nucleotides was achieved with a single nanopore.

Nucleotide discrimination and translocation. The WT-(M113R/
N139Q)6(M113R/N139Q/L135C)1-am6amDP1bCD construct was
evaluated under a range of physical conditions. The
discrimination of dGMP, dTMP, dAMP and dCMP was tested
with concentrations of KCl from 350 to 1,000 mM, over a pH
range of 6.0 to 8.5, and at temperatures from 15 to 40 8C. The
applied potential was also varied to provide fine tuning of the
nucleotide separation. A combination of conditions was sought
that would be compatible with exonuclease activity while
maintaining base discrimination. If the applied potential was
increased to þ180 mV, the salt concentration could be as low as
400 mM KCl, without adversely affecting the separation of the
dNMP current levels (Fig. 3). Experiments using individual
nucleotides and mixtures of nucleotides confirmed that each base
has a characteristic peak position in the current histogram and
identified the order of decreasing pore blockage by the dNMP to
be dGMP, dTMP, dAMP and dCMP (data not shown).

The dNMP distributions were fitted to Gaussians (see
Supplementary Methods), and the areas of peak overlap were deter-
mined to give confidence values for base identity. The percentages
of binding events that could be assigned to each base with a confi-
dence approaching 100% at a high salt concentration (800 mM)
were 99.9, 99.7, 99.8 and 99.99% for dGMP, dTMP, dAMP and
dCMP, respectively (see Supplementary Fig. S2). For a low salt con-
centration (400 mM) the percentages were 99.9, 97.9, 98.0 and
99.99% for dGMP, dTMP, dAMP and dCMP, respectively. It
should be noted that when there is ambiguity in a base call, the
alternative identities of the base are known. For example, if the con-
ditions in Fig. 3 are used, an event at "28 pA could either be dTMP
or dAMP, but is extremely unlikely to be dGMP or dCMP.

In addition to the residual pore current, the different dNMPs also
show variations in mean dwell time within the adapter (toff ). The
clearest example of this is dTMP, which displays binding events
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Figure 3 | Nucleotide event distributions with the permanent adapter. a, Single-channel recording from the WT-(M113R/N139Q)6(M113R/N139Q/L135C)1-
am6amDP1bCD pore showing dGMP, dTMP, dAMP and dCMP discrimination, with coloured bands (three standard deviations from the centre of the
individual Gaussian fits) added to represent the residual current distribution for each nucleotide. b, Corresponding residual current histogram of nucleotide
binding events, including Gaussian fits. Data acquired in 400 mM KCl, 25 mM Tris HCl, pH 7.5, at þ180 mV in the presence of 10mM dGMP, 10mM dTMP,
10mM dAMP and 10mM dCMP.
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nucleotide. Lines have been added to aid the eye.

NATURE NANOTECHNOLOGY DOI: 10.1038/NNANO.2009.12 ARTICLES

NATURE NANOTECHNOLOGY | VOL 4 | APRIL 2009 | www.nature.com/naturenanotechnology 267

Clarke et al. 2009 Nature Nano 
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with mean dwell times two to three times longer than the other
nucleotides (Fig. 4). Long binding events are desirable for accurate
base calling as they allow a better estimate of the residual pore
current. However, longer toff values decrease the overall rate of
sequencing. The dwell time of an individual nucleotide also provides
additional information for base calling. The long mean dwell time of
dTMP may be due to the interaction of the methyl group at the 50

position of the thymine base with the adapter. Accordingly, a
long dwell-time is also seen with 5-methyl-20-deoxycytidine 50-
monophosphate (Me-dCMP) which exhibited a toff of 15.5 ms,
compared to 8.9 ms for dCMP under similar conditions (see below).

For DNA sequencing applications, it is preferable that a nucleotide
exit the nanopore to the trans side of the bilayer to remove any
possibility of the nucleotide being reread. The variation in the off
rate constant, koff (1/toff ), of a dNMP with the applied potential
can be used to determine whether the molecule is exiting the nano-
pore at the cis or trans side of the membrane25,27. There are two
voltage regimes. In the first regime, at low potentials, the nucleotide
returns to the cis chamber. A greater applied potential promotes
binding of the charged dNMP to the adapter for a longer period
of time, resulting in a decrease in koff with increasing potential. In
the second regime, at high potentials, the dNMP is ‘pushed’
through the cyclodextrin and translocated into the trans chamber.
In this case, an increase in the applied potential reduces the time
that a dNMP resides in the adapter, causing koff to increase at
higher potentials. In some cases, both mechanisms may occur,
leading to a minimum in koff versus the applied potential25,27.
During translocation, the dNMP and cyclodextrin most probably
undergo conformational changes to facilitate the movement of the
nucleotide through the pore.

The voltage dependence of koff was examined for dGMP, dTMP,
dAMP and dCMP (Fig. 4b). An increase in koff at higher potentials
was seen for dGMP and dAMP, indicating that these nucleotides
cross the membrane to the trans chamber. For dCMP, koff appeared
relatively invariant, suggesting that koff is not limited by the electri-
cal potential. A clearer picture was seen for dTMP which exhibited a
minimum in koff versus applied potential, suggesting that at low
potentials dTMP returns to the cis chamber (,120 mV), and at
higher potentials (.120 mV) dTMP exits to the trans chamber.
The optimal base discrimination was recorded at þ180 mV, where
it is expected that a very high proportion of dNMPs translocate
through the nanopore.

DNA methylation, manifested as 5-methylcytosine (m5C), is a
critical factor in epigenetics. Up to 5% of cytosines in mammalian
genomes are methylated, which results in long-term transcriptional
silencing28–30. The current method for mapping methylation sites
involves treatment of the DNA with bisulphite and then base,

which converts C to U while sparing m5C, followed by sequence
analysis31. We set out to determine the presence of 5-methyl-20-
deoxycytidine 50-monophosphate (Me-dCMP) directly, by using
our preferred protein construct WT-(M113R/N139Q)6(M113R/
N139Q/L135C)1-am6amDP1bCD. Me-dCMP alone gave a distinct
peak of binding events in an amplitude histogram, producing a
current block larger than that of dCMP and similar to dTMP
(data not shown). At a high transmembrane potential, in the pre-
sence of dGMP, dAMP, dTMP and dCMP, all five nucleotides
could be distinguished (Fig. 5).

Nucleotide detection from ssDNA. To use aHL for exonuclease
sequencing, enzymatic cleavage of nucleotides from a DNA strand
in close proximity to the mouth of the nanopore is required.
Therefore, the physical conditions for base discrimination must be
compatible with exonuclease activity. To achieve this, we used
asymmetric salt conditions. The salt concentration on the cis side
of the bilayer was reduced to 200 mM KCl to promote enzyme
activity, while the salt concentration in the trans chamber was
increased to 500 mM KCl to maintain a high ionic conductance
through the nanopore and thereby maintain base discrimination.
Good dNMP separation was achieved; the percentages of single-
molecule events that could be unambiguously assigned to a
particular base were 99.4, 90.3, 90.9 and 99.99% for dGMP, dTMP,
dAMP and dCMP, respectively (200/500 mM KCl, 25 mM Tris
HCl, pH 7.5,þ180 mV, room temperature; see Supplementary Fig. 2).

The protein nanopore construct was used to identify dNMPs
produced in solution from ssDNA and ExoI from E. coli (Fig. 6).
Two different DNAs were used: one contained only G, A and C
bases (85mer), and a second only G, T and C bases (76mer). A sol-
ution containing ExoI and a ssDNA template was added to the cis
chamber. The dNMPs produced by the exonuclease were observed
as binding events and plotted in a residual current histogram. As
expected, the ssDNA lacking the T base showed three peaks corre-
sponding to dGMP, dAMP and dCMP (Fig. 6b). The second DNA,
lacking the A base, produced a different distribution of three peaks
corresponding to dGMP, dTMP and dCMP (Fig. 6c). This exper-
iment demonstrates the ability of the nanopore to detect nucleotides
released from a DNA strand under physical conditions compatible
with exonuclease activity.

Conclusions
We have engineered a nanopore with a covalently attached adapter
that is capable of continuous nucleoside monophosphate detection
without the need for labelling. The nanopore shows accurate
discrimination of the four standard dNMPs, reading raw bases
with over 99% confidence under optimal operating conditions.
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Other	  remarks	  into	  DNA	  methyla?on	  data	  

•  Whole	  genome	  bisulphite	  sequencing	  is	  the	  most	  
accurate,	  but	  expensive	  and	  somewhat	  inefficient	  

•  Performance	  of	  affinity	  capture	  can	  vary	  
dras/cally	  according	  to	  exact	  specifica/ons	  of	  the	  
protocol	  

•  Difficult	  to	  compare	  methods	  since	  plaVorms	  have	  
different	  coverage,	  different	  resolu/on	  	  

26.06.13 Epigenomics, Mark D. Robinson Page 13 
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DNAme readouts can be low or high 
resolution

Sequencing: depth of converted reads 
versus total depth 
 
Microarray: relative intensity of M and U 
probes 

Sequencing: Pileup of reads 
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• Single	  stranded	  versus	  
double	  stranded	  

• MBDCap	  –	  elu/on	  
series	  by	  salt	  gradient	  

SF 

Elu5 

MeDIP versus MBDCap	  
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Strength	  of	  affinity	  enrichment	  is	  associated	  with	  CpG	  
density	  

Robinson et al. Genome Research 2010 
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Lister et al. 2009, Nature 

Notes re: WGSBS: 

1.  Mapping is done on BS-
converted reads/genome (i.e.3 
bases), requires mapping 
separately to each strand – 
need longer (paired) reads and 
high coverage 

2.  Of the 1.18B reads, 
approximately 670M (56%) do 
NOT overlap a CpG site 

3.  There may be a fair amount of 
regions that are completely 
unmethylated 

Whole	  genome	  BS	  sequencing	  can	  be	  inefficient	  
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Chroma?n	  immunoprecipita?on	  
for	  protein-‐DNA	  interac?ons	  
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ChIP-‐exo	  	  
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ChIP DNA is treated with a 
5′ to 3′ exonuclease while 
still present within the 
immunoprecipitate. 
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Techniques:	  DNaseI,	  RNA-‐seq	  
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Higher-‐order	  chroma?n	  structure	  
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Combina?ons:	  ChIP-‐BS-‐seq	  
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A few tricks on the technical side to 
facilitate this. 
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Combina?ons:	  NOME-‐seq	  
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M.CviPI enzyme is used to methylate 
GpC sites not bound by nucleosomes 
 
Both GpC methylation and CpG 
methylation can be readout (on the 
same clone) after bisulphite treatment 
 
 
Pink: nucleosome-bound (not 
methylated by M.CviPI) 
Green: accessible 
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Remarks:	  Allele-‐specific	  epigene?cs,	  cell	  popula?ons	  

•  A	  couple	  key	  points	  to	  recognize:	  

•  Typically,	  MBD-‐seq/ChIP-‐seq/etc.	  are	  analyzing	  popula/ons	  of	  cells	  (e.g.	  
pa/ent	  tumours	  that	  may	  contain	  normal	  cell	  types	  as	  well)	  –	  so	  we	  are	  
really	  studying	  the	  popula/on	  average!	  	  So	  called	  “bulk	  analysis”	  

•  In	  some	  instances,	  we	  may	  be	  able	  to	  combine	  the	  informa/on	  we	  get	  from	  
genome	  sequencing	  (e.g.	  SNPs)	  to	  par//on	  transcrip/on	  and	  epigene/c	  
factors	  by	  allele	  

26.06.13 Epigenomics, Mark D. Robinson 
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Technical	  limita?on	  in	  
the	  amount	  of	  DNA	  
need	  to	  create	  library	  
and	  sequence	  

•  We	  o`en	  want	  to	  know	  about	  
several	  factors	  on	  a	  single	  
popula/on	  of	  cells	  –	  requires	  a	  
lot	  of	  DNA/RNA	  

•  New	  technologies	  (e.g.	  
sequencing	  small	  amounts	  /	  
amplifica/on)	  are	  trying	  to	  
address	  this	  

•  Pa/ent	  (e.g.	  tumour	  sample)	  
cell	  popula/on	  purity?	  

26.06.13 Epigenomics, Mark D. Robinson 
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of the antibody and the amount of the tar-
geted protein.

Adli et al. overcame these challenges by 
optimizing each step of the ChIP proto-
col and efficiently performed ChIP with 
10,000 cells as judged by quantitative PCR2. 
However, the amount of the precipitated 
DNA was miniscule (~10–50 picograms), 
requiring multiple rounds of PCR ampli-
fication with modified random primers. 
Although this led to some artifacts such as 
higher error rates and misrepresentation 
of certain regions, the authors found that 
the histone H3 Lys4 trimethyl (H3K4me3) 
profiles of 1  106 and 1  104 embryonic 
stem cells (ESCs) using standard and small-
scale ChIP-seq, respectively, correlated 
fairly well. Specifically, there was a 93% 
overlap between H3K4me3-enriched pro-
moters detected by the two methods, and 
small-scale ChIP-seq had ~80% sensitivity 
and ~90% specificity using standard ChIP-
seq as reference. Furthermore, H3K4me3, 
H3K27me3 and H3K36me3 profiles of lin-
eage–, Sca-1+ and c-kit+ (LSK) hematopoi-
etic stem cells correlated as expected with 
gene expression patterns. However, they did 
not analyze the correlation between stan-
dard and small-scale ChIP-seq results for 
H3K27me3 and H3K36me3, which would 

to LQ-DGE, assuming that a single mam-
malian cell has 10–30 picograms of RNA. 
However, LQ-DGE still requires separate 
steps of RNA isolation, cDNA synthesis 
and tailing, each of which can lead to bias 
and sample loss. Furthermore, the direct 
anchoring of poly(A)+ RNA on the flow-
cell surface during LQ-DGE allows repeat-
ed sequencing of the same template lead-
ing to improved read depths. Although 
the authors did not fully explore this 
possibility, they provided proof of prin-
ciple by generating second-pass sequence 
reads. Optimization of this resequencing 
step may make LQ-DGE applicable to 
even smaller cell numbers than used in 
the current study1.

Bernstein’s team describes the applica-
tion of chromatin immunoprecipitation 
combined with high-throughput sequenc-
ing (ChIP-seq) from limited numbers 
of mouse hematopoietic progenitors2. 
Applying ChIP to small numbers of cells 
is even more challenging than character-
izing transcription profiles, as the rate-
limiting step is the immunoprecipitation 
of the desired protein (for example, spe-
cific histones or transcription factors), 
which cannot be amplified; in addition the 
process is very dependent on the quality  

is a daunting task as each organ is com-
posed of different cell types, many present 
only in very small numbers.

Ozsolak and colleagues developed 
low-quantity digital gene expression 
(LQ-DGE), which allows the character-
ization of mRNA profiles of as few as 250 
cells without an amplification step1. They 
modified the Helicos DGE method7 by 
capturing poly(A)+ mRNA on poly(dT)-
coated flow cells and performed cDNA 
synthesis directly on the surface in the 
sequencing machine, minimizing sample 
manipulation and consequently increas-
ing sensitivity. Comparison of the expres-
sion patterns of 1  103 and 4  106 cells 
from the same cell line demonstrated high 
reproducibility and excellent agreement 
between large- and small-scale methods.

To demonstrate that their method is 
suitable for the comparison of related cell 
populations and to answer biologically 
relevant questions, the authors analyzed 
the gene expression profiles of KrasG12D 
mutant premalignant (SM25) and malig-
nant (490) pancreatic cell lines. They iden-
tified over 2,000 differentially expressed 
transcripts and validated several of these 
by quantitative reverse-transcription 
PCR, confirming the power of LQ-DGE 
for identifying subtle differences between 
closely related cells.

Although LQ-DGE is a substantial 
improvement over conventional DGE, 
it does not provide complete transcrip-
tome coverage as it only detects ~8,500 
transcripts above background, and it still 
suffers from problems associated with 
sequencing double-stranded cDNA such 
as loss of strandedness and inefficient rep-
resentation owing to inefficient reverse 
transcription. These issues limit the use 
of LQ-DGE for the definition of global 
transcriptomes, as sense and antisense 
transcripts cannot be differentiated with 
high confidence.

Several recently described methods, 
including flowcell surface sequencing 
(FRT-seq)8 and direct RNA sequenc-
ing9,10, overcome these limitations by 
directly sequencing the first strand of the 
cDNA. FRT-seq was only tested using 250 
nanograms of poly(A)+ RNA; thus, its 
potential applicability to smaller cell num-
bers is unclear. Notably, the low-quantity 
direct RNA sequencing (LQ-RNAseq) 
method10 has been shown to be appli-
cable for 250 picograms of total RNA, 
which appears to be superior in sensitivity 

Liver
stem cells

Hematopoietic
stem cells

Specific
neurons

Poly(A)+

RNA
Genomic

DNA
Chromatin

Gene expression
profiles

DNA methylation
profiles

Genome-wide integrated
molecular view

Histone modification
profiles

cDNA Restriction enzyme cut–
bisulfite treatment

Massively parallel sequencing

ChIP
(H3K4me3,
H3K27me3)

Figure 1 | Schematic flow chart of experimental design. Rare cell types are isolated from specific organs 
and used for RNA and DNA preparation, and ChIP. Combining gene expression, DNA methylation and 
histone modification profiles gives an integrated view of the epigenome.
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Allele-‐specific	  methyla?on	  

•  Biologically,	  what	  affect	  does	  this	  
have?	  

•  How	  prominent	  is	  this?	  
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Era	  of	  big	  data	  is	  upon	  us	  
•  ENCODE	  -‐	  Encyclopedia	  Of	  DNA	  Elements	  (“to	  iden/fy	  all	  func/onal	  elements	  in	  the	  

human	  genome	  sequence”)	  –	  [Funny	  aside	  next	  slide]	  

•  BLUEPRINT	  –	  “apply	  highly	  sophis/cated	  func/onal	  genomics	  analysis	  on	  a	  clearly	  
defined	  set	  of	  primarily	  human	  samples	  from	  healthy	  and	  diseased	  individuals	  and	  to	  
provide	  at	  least	  100	  reference	  epigenomes	  to	  the	  scien/fic	  community”	  

•  IHEC	  –	  “aims	  to	  coordinate	  epigenome	  mapping	  for	  a	  broad	  spectrum	  of	  human	  cell	  
types	  and	  a	  wide	  range	  of	  developmental	  stages.”	  

•  ICGC	  –	  “To	  obtain	  a	  comprehensive	  descrip/on	  of	  genomic,	  transcriptomic	  and	  
epigenomic	  changes	  in	  50	  different	  tumor	  types	  and/or	  subtypes	  which	  are	  of	  clinical	  
and	  societal	  importance	  across	  the	  globe”	  

•  TCGA	  –	  “systema/cally	  explore	  the	  en/re	  spectrum	  of	  genomic	  changes	  involved	  in	  
more	  than	  20	  types	  of	  human	  cancer.”	  

•  Nucleosome4D/4DCellFate	  
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ABlueprint for an InternationalCancerEpigenomeConsortium.
A Report from the AACR Cancer Epigenome Task Force

Stephan Beck1, Bradley E. Bernstein2, Robert M. Campbell4, Joseph F. Costello5, Dashyant Dhanak9,
Joseph R. Ecker6, John M. Greally11, Jean-Pierre Issa10, Peter W. Laird7, Kornelia Polyak3,
Benjamin Tycko12, and Peter A. Jones8, for the AACR Cancer Epigenome Task Force

Recent whole-genome sequencing of thousands of human
cancers has uncovered an unexpectedly large number of
mutations in genes, which control the epigenome. Many of
these recurrent mutations are in epigenetic writers (e.g., EZH2,
DNMT3a), readers (BRD4-NUT fusions), erasers (UTX muta-
tions), and chromatin remodeling enzymes (BAF subunits of
SWI/SNF). They occur at high frequencies and may therefore
be drivers of carcinogenesis, which is supported by functional
data in some cases. The data have reemphasized the role of
epigenetics in human cancer and pointed to a much closer
collaboration between genetic and epigenetic events in carci-
nogenesis (1). The realization of the commonality of epigenetic
pathways in neoplasia has opened the door to the development
of drugs that will target these defects and likely be therapeutic
for specific types of cancers. There is therefore a need to map
both the genetic and epigenetic landscapes in cancers to
provide a backdrop for the rapid development and deployment
of new epigenetically targeted therapies.
It is now possible to map human epigenomes in great detail,

and several international and national efforts are underway to
achieve this task in normal tissues. Mapping of cancer epi-
genomes is a more formidable task, but one that is clearly
attainable with current technologies and is likely to become
increasingly achievable over the next few years. The AACR
Cancer EpigenomeTask Force recommends the establishment
of a public–private partnership, the International Cancer
Epigenome Project (ICEP), to map a defined number of cancer
epigenomes thatmay be relevant for the development of future

drugs. Mapping of cancer epigenomes will also show the inter-
and intracase variability between and within tumors and have
important implications for our understanding of the epidemi-
ology, detection, prevention, and treatment of cancer.

Cell Purity/Isolation
The human epigenome, in contrast to the genome, is highly

cell type–specific in normal tissues because cellular differenti-
ation states are largely regulated by the interaction of transcrip-
tion factors with the epigenome. Thus, purified cells relatively
homogeneous for a particular differentiation state are necessary
for a precise definition of the normal epigenome. The human
epigenome is modified by multiple additional factors including
physiologic life events, such as aging, parity, menopause, and
environmental factors, such as nutrition (including methyl
donors such as folic acid) and exposure to infectious and toxic
agents. The genome and the epigenome interact, so the epigen-
ome has to be evaluated in terms of specific genetic contexts.
For example, DNA methylation and histone modification pat-
terns are known to be influenced by germline genetic polymor-
phism including single-nucleotide polymorphisms (SNP) and
DNA copy number variants. Thus, purified cells from indi-
viduals with previous or concurrent genotypic data and detailed
epidemiologic information are the best choice to use for the
definition of human epigenomes. Cell purification poses a
challenge and is best conducted from fresh tissue samples,
but normal fresh tissues such as hematopoietic cells, breast,
and gastrointestinal tract are fairly easily available in sufficient
quantities from individuals without cancer.

Themapping of the cancer epigenome is also challenging, as
most tumors display remarkable intratumor genetic and epi-
genetic diversity. Detailed knowledge of the intratumor diver-
sity is particularly important for the interpretation of epige-
netic changes as it can serve as surrogate for longitudinal
sampling, which is an effective but slow and expensive way
to distinguish driver from passenger epimutations. Tumor-
specific somatic genetic changes may also directly affect
epigenetic profiles (e.g., by affecting the enzymes or chromatin
modifiers/histones themselves) or indirectly (e.g., by changing
intracellular levels of substrates and/or cofactors that modu-
late switching the cells to a more stem cell-like state). The
identification of analogous cell types in normal and neoplastic
tissue is important as cancer cells usually have more plastic
and heterogeneous phenotypes than normal cells.
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sity College London Cancer Institute, University College London, London,
United Kingdom; 2Department of Pathology, Massachusetts General Hos-
pital; 3Department of Medicine, Dana-Farber Cancer Institute, Boston,
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Francisco; 6Genomic Analysis Laboratory, The Salk Institute for Biological
Sciences, La Jolla; Departments of 7Surgery, Biochemistry and Molecular
Biology, and 8Urology and Biochemistry and Molecular Biology, USC
Norris Comprehensive Cancer Center, Keck School of Medicine of Uni-
versity of Southern California, Los Angeles, California; 9GlaxoSmithKline
(NI), Collegeville; 10Department of Medicine, Fels Institute for Cancer
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Philadelphia, Pennsylvania; 11Departments of Genetics, Medicine and
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On the Immortality of Television Sets: “Function” in the
Human Genome According to the Evolution-Free Gospel
of ENCODE
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1Department of Biology and Biochemistry, University of Houston
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Abstract

A recent slew of ENCyclopedia Of DNA Elements (ENCODE) Consortium publications, specifically the article signed by all Consortium
members, put forward the idea that more than 80% of the human genome is functional. This claim flies in the face of current
estimates according to which the fraction of the genome that is evolutionarily conserved through purifying selection is less than10%.
Thus, according to the ENCODE Consortium, a biological function can be maintained indefinitely without selection, which implies
that at least 80! 10¼70% of the genome is perfectly invulnerable to deleterious mutations, either because no mutation can ever
occur in these “functional” regions or because no mutation in these regions can ever be deleterious. This absurd conclusion was
reached through various means, chiefly by employing the seldom used “causal role” definition of biological function and then
applying it inconsistently todifferentbiochemicalproperties,bycommittinga logical fallacyknownas“affirmingtheconsequent,” by
failing to appreciate the crucial difference between “junk DNA” and “garbage DNA,” by using analytical methods that yield biased
errorsand inflateestimatesof functionality,by favoringstatistical sensitivityover specificity, andbyemphasizingstatistical significance
rather than the magnitude of the effect. Here, we detail the many logical and methodological transgressions involved in assigning
functionality to almost every nucleotide in the human genome. The ENCODE results were predicted by one of its authors to neces-
sitate the rewriting of textbooks. We agree,many textbooks dealing with marketing, mass-media hype, and public relations may well
have to be rewritten.

Key words: junk DNA, genome functionality, selection, ENCODE project.

“Data is not information, information is not knowledge,
knowledge is not wisdom, wisdom is not truth,”

—Robert Royar (1994) paraphrasing Frank
Zappa’s (1979) anadiplosis

“I would be quite proud to have served on the
committee that designed the E. coli genome. There is,
however, no way that I would admit to serving on a
committee that designed the human genome. Not even
a university committee could botch something that
badly.”

—David Penny (personal communication)

“The onion test is a simple reality check for anyone who
thinks they can assign a function to every nucleotide in
the human genome.

Whatever your proposed functions are, ask yourself this
question: Why does an onion need a genome that is
about five times larger than ours?”

—T. Ryan Gregory (personal communication)

Early releases of the ENCyclopedia Of DNA Elements
(ENCODE) were mainly aimed at providing a “parts list” for
the human genome (ENCODE Project Consortium 2004). The
latest batch of ENCODE Consortium publications, specifically
the article signed by all Consortium members (ENCODE
Project Consortium 2012), has much more ambitious interpre-
tative aims (and a much better orchestrated public relations
campaign). The ENCODE Consortium aims to convince its
readers that almost every nucleotide in the human genome

GBE

! The Author(s) 2013. Published by Oxford University Press on behalf of the Society for Molecular Biology and Evolution.
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recently evolved species-specific elements. We recognize
these difficulties, but it would be ridiculous to assume that
70+% of the human genome consists of elements under
undetectable selection, especially given other pieces of evi-
dence, such as mutational load (Knudson 1979; Charlesworth
et al. 1993). Hence, the proportion of the human genome
that is functional is likely to be larger to some extent than
the approximately 9% for which there exists some evidence
for selection (Smith et al. 2004), but the fraction is unlikely to
be anything even approaching 80%. Finally, we would like to
emphasize that the fact that it is sometimes difficult to identify
selection should never be used as a justification to ignore se-
lection altogether in assigning functionality to parts of the
human genome.

ENCODE adopted a strong version of the causal role defi-
nition of function, according to which a functional element is
a discrete genome segment that produces a protein or an RNA
or displays a reproducible biochemical signature (e.g., protein
binding). Oddly, ENCODE not only uses the wrong concept of
functionality, it uses it wrongly and inconsistently (see below).

Using the Wrong Definition of
“Functionality” Wrongly
Estimates of functionality based on conservation are likely to
be, well, conservative. Thus, the aim of the ENCODE
Consortium to identify functions experimentally is, in principle,
a worthy one. We have already seen that ENCODE uses an
evolution-free definition of “functionality.” Let us for the sake
of argument assume that there is nothing wrong with this
practice. Do they use the concept of causal role function prop-
erly? According to ENCODE, for a DNA segment to be
ascribed functionality it needs to 1) be transcribed, 2) be asso-
ciated with a modified histone, 3) be located in an open-
chromatin area, 4) bind a transcription factor, or 5) contain
a methylated CpG dinucleotide. We note that most of these
properties of DNA do not describe a function; some describe a
particular genomic location or a feature related to nucleotide
composition. To turn these properties into causal role func-
tions, the ENCODE authors engage in a logical fallacy known
as “affirming the consequent.” The ENCODE argument goes
like this:

1. DNA segments that “function” in a particular biological
process (e.g., regulating transcription) tend to display a
certain “property” (e.g., transcription factors bind to
them).

2. A DNA segment displays the same “property.”
3. Therefore, the DNA segment is “functional.”

(More succinctly: if function, then property; thus, if property,
therefore function.) This kind of argument is false because a
DNA segment may display a property without necessarily
manifesting the putative function. For example, a random se-
quence may bind a transcription factor, but that may not

result in transcription. The ENCODE authors apply this
flawed reasoning to all their functions.

Is 80% of the Genome Functional? Or
Is It 100%? Or 40%? No Wait . . .

So far, we have seen that as far as functionality is concerned,
ENCODE used the wrong definition wrongly. We must now
address the question of consistency. Specifically, did ENCODE
use the wrong definition wrongly in a consistent manner? We
do not think so. For example, the ENCODE authors singled out
transcription as a function, as if the passage of RNA polymer-
ase through a DNA sequence is in some way more meaningful
than other functions. But, what about DNA polymerase and
DNA replication? Why make a big fuss about 74.7% of the
genome that is transcribed, and yet ignore the fact that 100%
of the genome takes part in a strikingly “reproducible bio-
chemical signature”—it replicates!

Actually, the ENCODE authors could have chosen any of a
number of arbitrary percentages as “functional,” and . . . they
did! In their scientific publications, ENCODE promoted the
idea that 80% of the human genome was functional. The
scientific commentators followed, and proclaimed that at
least 80% of the genome is “active and needed” (Kolata
2012). Subsequently, one of the lead authors of ENCODE
admitted that the press conference mislead people by claim-
ing that 80% of our genome was “essential and useful.” He
put that number at 40% (Gregory 2012), although another
lead author reduced the fraction of the genome that is de-
voted to function to merely 20% (Hall 2012). Interestingly,
even when a lead author of ENCODE reduced the functional
genomic fraction to 20%, he continued to insist that the term
“junk DNA” needs “to be totally expunged from the lexicon,”
inventing a new arithmetic according to which 20%> 80%.
In its synopsis of the year 2012, the journal Nature adopted
the more modest estimate, and summarized the findings of
ENCODE by stating that “at least 20% of the genome can
influence gene expression” (Van Noorden 2012). Science
stuck to its maximalist guns, and its summary of 2012 re-
peated the claim that the “functional portion” of the
human genome equals 80% (Anonymous 2012). Unfortu-
nately, neither 80% nor 20% are based on actual evidence.

The ENCODE Incongruity
Armed with the proper concept of function, one can derive
expectations concerning the rates and patterns of evolution of
functional and nonfunctional parts of the genome. The surest
indicator of the existence of a genomic function is that losing
it has some phenotypic consequence for the organism.
Countless natural experiments testing the functionality of
every region of the human genome through mutation have
taken place over millions of years of evolution in our ancestors
and close relatives. As most mutations in functional regions
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has a function and that these functions can be maintained
indefinitely without selection. ENCODE accomplishes these
aims mainly by playing fast and loose with the term “func-
tion,” by divorcing genomic analysis from its evolutionary con-
text and ignoring a century of population genetics theory, and
by employing methods that consistently overestimate func-
tionality, while at the same time being very careful that
these estimates do not reach 100%. More generally, the
ENCODE Consortium has fallen trap to the genomic equiva-
lent of the human propensity to see meaningful patterns in
random data—known as apophenia (Brugger 2001; Fyfe et al.
2008)—that have brought us other “codes” in the past
(Witztum 1994; Schinner 2007).

Three papers have already commented critically on aspects
of the ENCODE inferences (Eddy 2012; Niu and Jiang 2013;
Bray and Pachter 2013), but without addressing the issues
exclusively from an evolutionary genomics perspective. In
the following, we shall dissect several logical, methodological,
and statistical improprieties involved in assigning functionality
to almost every nucleotide in the genome. We shall only deal
with a single article (ENCODE Project Consortium 2012) out of
more than 30 that have been published since the 6 September
2012 release. We shall also refer to three commentaries, one
written by a scientist and two written by Science journalists
(Ecker 2012; Pennisi 2012a, 2012b), all trumpeting the death
of “junk DNA.”

“Selected Effect” and “Causal Role”
Functions
The ENCODE Project Consortium assigns function to 80.4%
of the genome (ENCODE Project Consortium 2012). We dis-
agree with this estimate. However, before challenging this
estimate, it is necessary to discuss the meaning of “function”
and “functionality.” Like many words in the English language,
these terms have numerous meanings. What meaning, then,
should we use? In biology, there are two main concepts of
function: the “selected effect” and “causal role” concepts of
function. The “selected effect” concept is historical and evo-
lutionary (Millikan 1989; Neander 1991). Accordingly, for a
trait, T, to have a proper biological function, F, it is necessary
and (almost) sufficient that the following two conditions hold:
1) T originated as a “reproduction” (a copy or a copy of a
copy) of some prior trait that performed F (or some function
similar to F) in the past, and 2) T exists because of F (Millikan
1989). In other words, the “selected effect” function of a trait
is the effect for which it was selected, or by which it is main-
tained. In contrast, the “causal role” concept is ahistorical and
nonevolutionary (Cummins 1975; Amundson and Lauder
1994). That is, for a trait, Q, to have a “causal role” function,
G, it is necessary and sufficient that Q performs G. For clarity,
let us use the following illustration (Griffiths 2009). There are
two almost identical sequences in the genome. The first, TATA
AA, has been maintained by natural selection to bind a

transcription factor; hence, its selected effect function is to
bind this transcription factor. A second sequence has arisen
by mutation and, purely by chance, it resembles the first se-
quence; therefore, it also binds the transcription factor.
However, transcription factor binding to the second sequence
does not result in transcription, that is, it has no adaptive or
maladaptive consequence. Thus, the second sequence has no
selected effect function, but its causal role function is to bind a
transcription factor.

The causal role concept of function can lead to bizarre
outcomes in the biological sciences. For example, while the
selected effect function of the heart can be stated unambig-
uously to be the pumping of blood, the heart may be assigned
many additional causal role functions, such as adding 300 g to
body weight, producing sounds, and preventing the pericar-
dium from deflating onto itself. As a result, most biologists use
the selected effect concept of function, following the
Dobzhanskyan dictum according to which biological sense
can only be derived from evolutionary context. We note
that the causal role concept may sometimes be useful;
mostly as an ad hoc device for traits whose evolutionary his-
tory and underlying biology are obscure. This is obviously not
the case with DNA sequences.

The main advantage of the selected-effect function defini-
tion is that it suggests a clear and conservative method of
inference for function in DNA sequences; only sequences
that can be shown to be under selection can be claimed
with any degree of confidence to be functional. The selected
effect definition of function has led to the discovery of many
new functions, for example, microRNAs (Lee et al. 1993), and
to the rejection of putative functions, for example, numts
(Hazkani-Covo et al. 2010).

From an evolutionary viewpoint, a function can be assigned
to a DNA sequence if and only if it is possible to destroy it. All
functional entities in the universe can be rendered nonfunc-
tional by the ravages of time, entropy, mutation, and what
have you. Unless a genomic functionality is actively protected
by selection, it will accumulate deleterious mutations and will
cease to be functional. The absurd alternative, which unfor-
tunately was adopted by ENCODE, is to assume that no
deleterious mutations can ever occur in the regions they
have deemed to be functional. Such an assumption is akin
to claiming that a television set left on and unattended will
still be in working condition after a million years because no
natural events, such as rust, erosion, static electricity, and
earthquakes can affect it. The convoluted rationale for the
decision to discard evolutionary conservation and constraint
as the arbiters of functionality put forward by a lead ENCODE
author (Stamatoyannopoulos 2012) is groundless and
self-serving.

Of course, it is not always easy to detect selection.
Functional sequences may be under selection regimes that
are difficult to detect, such as positive selection or weak
(statistically undetectable) purifying selection, or they may be
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importantly, the fact that samples in large studies are
acquired, and often measured, across long periods of
time make them particularly susceptible to ‘batch
effects’ – unobserved correlation structures between
subgroups of samples run in high-throughput experi-
ments.28 These effects are characterized by sub-groups
of measurements that have qualitatively different
behaviour across conditions and are unrelated to the
biological or scientific variables in a study. The most
common batch effect is introduced when subsets of
experiments are run on different dates. Although pro-
cessing date is commonly used to account for batch
effects, in a typical experiment these are probably
only surrogates for other unknown sources of vari-
ation, such as ozone levels, laboratory temperatures
and reagent quality. Unfortunately, most possible
sources of batch effects are not recorded during
genomic data generation.
The problems outlined above for DNA methylation

high-throughput data in epidemiological studies re-
quire a novel analysis strategy. Here, we introduce a
generic method that combines surrogate variable
analysis (SVA),29 a statistical method for modelling
unexplained heterogeneity like batch effects in gen-
omic measurements, with regression modelling,
smoothing techniques and modern multiple compari-
son approaches to provide reliable lists of epigenomic
regions of interest from epidemiological data.

We highlight the strengths of our method and dem-
onstrate the utility of combining batch correction with
bump hunting in DNA methylation data.

Methods
Our goal is to identify genomic regions associated
with disease via genome-scale microarray-based epi-
genomic data and epidemiological disease-related
(covariate/exposure/phenotype) data.

Statistical methods
We formalize the relationship between methylation,
disease phenotype, covariates and potential confound-
ing due to batch effects via the following statistical
model (Equation 1):

Yij ¼ !ðtjÞ þ "ðtjÞXi þ
Xp

k¼1

!kðtjÞZi, k þ
Xq

l¼1

al, jWi, l þ "i, j

For the epigenomics data, let Yij be the epigenomic
measurement (e.g. percentage DNA methylation), ap-
propriately normalized and transformed, at the j-th
genomic locus (e.g. each vertical scatter of points in
Figure 1A) for individual i. The variable tj denotes the
location on the genome of the j-th locus (i.e. ‘chromo-
some 2, position 42233500’), and the population

A

B

Figure 1 Example of a differentially methylation region (DMR). (A) The points show methylation measurements from the
colon cancer dataset plotted against genomic location from illustrative region on chromosome 2. Eight normal and eight
cancer samples are shown in this plot and represented by eight blue points and eight red points at each genomic location
for which measurements were available. The curves represent the smooth estimate of the population-level methylation
profiles for cancer (red) and normal (blue) samples. The green bar represents a region known to be a cancer DMR.20 (B)
The black curve is an estimate of the population-level difference between normal and cancer. We expect the curve to vary
due to measurement error and biological variation but to rarely exceed a certain threshold, for example those represented by
the red horizontal lines. Candidate DMRs are defined as the regions for which this black curve is outside these boundaries.
Note that the DMR manifests as a bump in the black curve
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Methods are in active 
development for going from 
differentially methylated sites to 
differentially methylated regions 
(e.g. bump hunting). 
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Steps: 
 
1.  Get normalized data 
2.  For each probe (CpG site), 

calculate (differential) statistics 
at each probe 

3.  Apply a smoothing technique to 
these statistics 

4.  Set threshold and call regions 
as those that persist beyond 
threshold 
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genome (Arabidopsis22,26) and the first high-
resolution DNA methylation profile of
human promoters27. However, until now, it
has not been possible to estimate absolute
methylation levels from MeDIP, and analysis
of regions with low CpG density has been
assumed to be problematic27.
Although no single experimental method

offers the ‘perfect solution’, MeDIP-chip has
quickly become a widely used20–22,26–31 and
cost-effective approach for genome-wide and/
or whole-genome DNA methylation analysis.
Here, we report the development of a cross-
platform algorithm—Batman—that can esti-
mate absolute DNA methylation levels, across
a wide range of CpG densities, from MeDIP-
based experiments. We first demonstrate Bat-
man’s performance on MeDIP-chip, and then
show it can also be used to analyze MeDIP profiles generated from
next-generation sequencing—a technique we called MeDIP-seq,
described here. Our MeDIP-seq data represent a high-resolution
whole-genome DNA methylation profile of a mammalian genome,
which to our knowledge has not been done before. Batman is a cross-
platform analytical tool for data generated from microarrays or
next-generation sequencing and will aid future studies aiming to
understand the role of DNA methylation in the wider context of
the epigenome.

RESULTS
Generation of human genome-wide MeDIP-chip data
MeDIP was performed on three biological replicates of mature
spermatozoa from normal human donors (Supplementary Table 1
online) using a modified version of the original MeDIP protocol20

(Supplementary Figs. 1 and 2 online). Human spermatozoa are
relatively homogenous, easily obtained and of interest from the
point of view of understanding the role of DNA methylation during
gametogenesis, fertilization and early embryogenesis. After MeDIP,
samples were hybridized to custom high-density oligonucleotide
microarrays (Nimblegen Systems) that contained 42,144 regions
of interest (ROIs), each typically 500–1,000 bp in length, containing
5–10 unique 50-mer probes. The ROIs overlapped 82% of all known
transcriptional start sites (TSSs), 72% of nonpromoter CpG islands
and a number of exonic, intronic and intergenic regions in the human
genome (Ensembl genome browser32, Homo sapiens release 45.36 g,
NCBI36). The correlation coeffecients (Pearson’s) ranged from 0.54 to
0.72 among the three biological replicates and 0.82 between a pair of
technical replicates (dye swaps), suggesting our MeDIP-chip experi-
ments were reproducible.

Bayesian tool for methylation analysis (Batman)
The efficiency of immunoprecipitation in MeDIP depends on the
density of methylated CpG sites, which vary greatly within any given
mammalian genome, making it difficult to distinguish variations in
enrichment from confounding CpG density effects27. Consequently,
until now, it has been impossible to estimate absolute methylation
levels fromMeDIP experiments, and the analysis of CpG-poor regions,
in particular, has been assumed to be difficult27. Therefore, to analyze
our MeDIP-chip data, we developed a new algorithm that models the
effect of varying densities of methylated CpGs on MeDIP enrichment.
This transforms normalized MeDIP-chip log2-ratios into a quantita-
tive measure of DNA methylation across a wide range of CpG

densities. Our algorithm, Batman, is implemented as a suite of
Java scripts (freely available from http://td-blade.gurdon.cam.ac.uk/
software/batman/ under the GNU Lesser General Public License).
Batman relies on the knowledge that almost all DNA methylation in

mammals occurs at CpG dinucleotides and, consequently, generates
methylation estimates in this context only. We define the coupling
factor, Ccp, between probe p and CpG dinucleotide c as the fraction of
DNA molecules hybridizing to probe p that contain the CpG c. As we
know the approximate range of DNA fragment sizes used in the
MeDIP experiment (typically 400–700 bp) and assume that there are
no fragment-length biases, this is simply a function of the distance
between the probe’s genomic location and the CpG dinucleotide. This
can be estimated empirically by sampling from the fragment-length
distribution and randomly placing each fragment such that it overlaps
the probe. The resulting distribution is shown in Figure 1a. For a
given probe, the sum of coupling factors, which we call Ctot, gives a
measure of local CpG density. Plotting this parameter against the
normalized log2-ratios from a typical MeDIP-chip experiment shows a
fairly complex relationship (Fig. 1b). However, consistent with the fact
that most CpG-poor regions are methylated, whereas the regions
richest in CpG motifs (CpG islands) are generally unmethylated,
focusing on the low-CpG portion of this plot reveals an approximately
linear relationship between the MeDIP-chip output and the density of
methylated CpGs as measured by Ctot. Based on this observation, and
assuming that only methylated CpGs contribute to the observed
signal, we developed a model whereby the signal observed at each
array probe should depend on the methylation states of all nearby
CpGs, weighted by the coupling factors between those CpGs and the
probe. If we let mc indicate the methylation state at position c, and
assume that the errors on the microarray are normally distributed with
precision, then we can write a probability distribution for a complete
set of array observations, A, given a set of methylation states, m, as:

fðAjmÞ ¼
Y

p

GðApjAbase + r
X

c

Ccpmc; n$1Þ

where G (x|m, s2) is a Gaussian probability density function. We can
now use any standard Bayesian inference approach to find f(m|A), the
posterior distribution of the methylation state parameters given the
array (MeDIP-chip) data, and thus generate quantitative methylation
profile information.
To reduce the computational cost of analyzing regions with very

high CpG density, we took advantage of the fact that CpG methylation
state is generally very highly correlated over a scale of hundreds of
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Figure 1 Calibration of the Batman model against MeDIP-chip data. (a) Estimated CpG coupling
factors for a MeDIP-chip experiment as a function of the distance between a CpG dinucleotide and a
microarray probe. (b) Plot of array signal against total CpG coupling factor, showing a linear regression
fit to the low-CpG portion, as used in the Batman calibration step. This plot shows all data from one
array on chromosome 6.
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identified all 15 as being heavily methylated
(81–100% methylation, Supplementary
Table 2 online). We further validated the
Batman analysis by bisulfite-PCR sequencing
of the same sperm samples used for MeDIP-
chip. We selected 29 ROIs spanning a range
of CpG densities and again observed a very
good correlation (R2 ¼ 0.85, Supplementary
Fig. 3 and Supplementary Table 3 online).
We also tested Batman’s performance on

an independently generated MeDIP-chip data
set27. Weber et al. (2007) analyzed MeDIP
profiles of B16,000 promoters in human
WI38 primary lung fibroblasts using high-
density oligonucleotide arrays. We applied
Batman to their MeDIP-chip data and
analyzed promoters for which they also gen-
erated bisulfite-sequencing data (Supplemen-
tary Fig. 4 online). Batman was able to estimate absolute methylation
levels over a wide range of CpG densities including low CpG density
promoters (or LCPs27, CpGo/e B0.2).
As there is still a degree of noise in the Batman results, we also show

the mean Batman score for all regions with a given bisulfite methyla-
tion state (Fig. 2c), demonstrating Batman’s output correlates almost
linearly with the bisulfite results. It should be noted that Batman rarely
outputs very extreme values (close to 0% or 100%) from MeDIP-chip
data. This is a consequence of the Bayesian approach taken by Batman:
each methylation call is associated with some degree of uncertainty, as
represented by a credible interval. As methylation levels o0% or
4100% are meaningless, the entire credible interval must fit within a
0–100% scale. This means that the most credible estimates of
methylation state are displaced away from the extremes. In principle,
it would be possible to correct for this ‘compression‘ artifact by
reading values off a curve (Fig. 2c). However, this transformation
would complicate any consideration of the uncertainties attached to
each methylation estimate. As we do not find the compression to be a
major problem when working with MeDIP-chip data, we report the
output of the Bayesian model directly.

A human methylome generated using MeDIP-seq
Recently, next-generation sequencing technologies have emerged as
powerful tools for whole-genome profiling of epigenetic modifica-
tions. They have been combined with chromatin immunoprecipita-
tion (ChIP-Seq)34,35 for the analysis of histone modifications in
human and mouse and with bisulfite sequencing (BS-seq19) to
elucidate the DNA methylation profile of the 120-Mb Arabidopsis

genome. Inspired by these approaches, we combined MeDIP with
next-generation sequencing—an approach we term MeDIP-seq—to
generate a high-resolution whole-genome DNA methylation profile
(DNA methylome) of a mammalian genome and show that Batman
can also be used to estimate absolute DNA methylation levels from
MeDIP-seq DNA methylome data.
We performed a second MeDIP on one of the sperm samples

used in our MeDIP-chip experiments (sample SP3, Supplementary
Table 1). The immunoprecipitated fraction was then subjected to
next-generation sequencing using an Illumina Genome Analyzer. We
obtained B34.2 million single- and B12 million paired-end reads
that were mapped to the human genome using the Maq software
(http://maq.sf.net/ and Li et al., data not shown). Only high-quality
read placements (Maq quality Z 10) were used, resulting in a total of
B26.5 million reads meeting this criterion. To maximize coverage,
given the relatively short reads generated by the Illumina Genome
Analyzer, we performed a smoothing step on the data by extending
each paired-end read to a constant length of 500 bp and representing
each singleton read as a 500-bp block centered around the single read’s
mapping position. We do not expect this step to be necessary if longer
fragments are selected.
Assessment of the mapping quality revealed a degree of nonuni-

formity. For instance, there is a secondary peak of windows with
extremely low mapping quality (o10% of reads map with q Z 10)
(Fig. 3a). Many of these windows occur in large (megabase-scale)
blocks. Investigation of representative examples suggests that they
correspond with known duplications/structural variations in the
human genome32 (data not shown). We chose to mask out these
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Figure 3 Mapping quality and genomic coverage of the MeDIP-seq data. (a) Histogram showing the
fractions of high-quality paired-end read mappings in 50-kb windows across the genome. (b) Fraction of
methylated regions (460% methylation) that are not covered by reads in our MeDIP-seq data set. As
with all the MeDIP-seq analyses, the reads are extended to a length of 500 bp.

Figure 4 Comparison of Batman-analyzed
MeDIP-seq data with bisulfite-PCR sequencing
data from the Human Epigenome Project.
(a) MeDIP-seq read depth (that is, the number
of confidently placed reads overlapping a given
point in the genome) for points overlapping HEP
amplicons, plotted against total CpG coupling
factor. Points are colored according to sperm
DNA methylation (yellow-blue represents
0–100% methylation), as measured in HEP16.
(b) MeDIP-seq versus sperm bisulfite-PCR sequencing data from HEP16. 100 bp MeDIP-seq tiles are plotted against 1,322 overlapping HEP bisulfite-PCR
amplicons. As in Figure 2b, HEP methylation values for all CpGs that overlapped any given 100-bp MeDIP-seq tile were averaged, and all 100-bp windows
were required to have at least two HEP scores (that is, either data from the top and bottom strand for a single CpG site, or at least two CpG sites) that
differed by o50%. The purple-yellow (0–30) color bar on the right of each figure shows the total CpG coupling factor for each 100-bp tile. The same data
stratified by CpG density is displayed in Supplementary Fig. 4 online.
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technical replicates (dye swaps), suggesting our MeDIP-chip experi-

The efficiency of immunoprecipitation in MeDIP depends on the

. Consequently,

levels fromMeDIP experiments, and the analysis of CpG-poor regions,
. Therefore, to analyze

our MeDIP-chip data, we developed a new algorithm that models the

probe. If we let mc indicate the methylation state at position c, and
assume that the errors on the microarray are normally distributed with
precision, then we can write a probability distribution for a complete
set of array observations, A, given a set of methylation states, m, as:

fðAjmÞ ¼
Y

p

GðApjAbase + r
X

c

Ccpmc; n$1Þ

where G (x|m, s2) is a Gaussian probability density function. We can
now use any standard Bayesian inference approach to find f(m|A), the
posterior distribution of the methylation state parameters given the
array (MeDIP-chip) data, and thus generate quantitative methylation
profile information.

Same assumptions for MeDIP-
chip (continous) can be applied 
to MeDIP-seq (count) and work 
quite well. 
 
Some potential disadvantages: 
1.  No reads = no DNA 

methylation or assay doesn’t 
capture the region 

2.  MCMC is very 
computationally intensive 
(10-15h per chromosome) 
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Recently, an approximately linear relationship between the copy number state and MBD-seq read density1

was established [24]. In these situations, we can include a multiplicative o↵set cni
ccn

into our model2

formulation, where cni denotes the copy number state at region i and ccn is cell’s most prominent CNV3

state (e.g. two in normal cells).4

Closed-form posterior methylation quantities5

In a Bayesian framework, prior distributions are assigned to all parameters. For the methylation level (µi),6

we assume a uniform prior (i.e. a beta distribution with both parameters set to 1). Alternative prior7

specifications, such as a mixture of beta distributions, are possible (see Discussion). For the region-specific8

density, we assume a gamma distribution, i.e. �i ⇠ Ga(↵,�) using shape ↵ > 0 and rate � > 09

hyperparameters, which are determined in a CpG-dependent manner (see next Section). To make10

inferences for the regional methylation levels, µi, we integrate out �i from the joint posterior distribution:11

p(µi|yi1, yi2) =
Z 1

0

p(�i, µi|yi1, yi2)d�i

=

Z 1

0

p(yi1|�i, µi) p(yi2|�i) p(�i) p(µi)

p(yi1, yi2)
d�i.

12

Notably, p(yi1, yi2) can be calculated analytically [25], so that the marginal posterior distribution13

p(µi|yi1, yi2) =
µyi1
i

W

✓
1� E(1� µi)

� + 1 + E

◆�(↵+yi1+yi2)

, (2)

is given in closed form with E = f · cni
ccn

and14

W =
1

yi1 + 1
⇥

2

F
1

✓
yi1 + yi2 + ↵, 1; yi1 + 2;

E

� + 1 + E

◆
.

where
2

F
1

( ) is the Gauss hypergeometric function [26, page 558]. The posterior mean and the variance are15

analytically available (see Methods) and therefore straightforward to e�ciently compute; credible intervals16

can be computed numerically from Equation (2).17

Empirical Bayes for prior hyperparameter specification18

Our method takes advantage of the relationship between CpG-density and read depth to formulate a19

CpG-density-dependent prior distribution for �i. Taking CpG-density into account the prior should20

stabilize the methylation estimation procedure for low counts and in the presence of sampling variability.21

The hyperparameters ↵ and � of the gamma prior distribution are determined in a CpG-density-dependent22

manner using empirical Bayes. For each 100bp bin, we determined the weighted number of CpG23

5

Riebler et al. 2013, in revision 

An analytic estimator! 
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Estimation bias, by CNV state
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Fast and sensitive mapping of bisulfite-treated sequencing data
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ABSTRACT
Motivation: Cytosine DNA methylation is one of the major epigenetic
modifications and influences gene expression, developmental
processes, X-chromosome inactivation, and genomic imprinting.
Aberrant methylation is furthermore known to be associated with
several diseases including cancer. The gold standard to determine
DNA methylation on genome-wide scales is ‘bisulfite sequencing’:
DNA fragments are treated with sodium bisulfite resulting in
the conversion of unmethylated cytosines into uracils, whereas
methylated cytosines remain unchanged. The resulting sequencing
reads thus exhibit asymmetric bisulfite-related mismatches and
suffer from an effective reduction of the alphabet size in the
unmethylated regions, rendering the mapping of bisulfite sequencing
reads computationally much more demanding. As a consequence,
currently available read mapping software often fails to achieve
high sensitivity and in many cases requires unrealistic computational
resources to cope with large real-life datasets.
Results: In this study, we present a seed-based approach based on
enhanced suffix arrays in conjunction with Myers bit-vector algorithm
to efficiently extend seeds to optimal semi-global alignments while
allowing for bisulfite-related substitutions. It outperforms most
current approaches in terms of sensitivity and performs time-
competitive in mapping hundreds of millions of sequencing reads
to vertebrate genomes.
Availability: The software segemehl is freely available at
http://www.bioinf.uni-leipzig.de/Software/segemehl.
Contact: E-mail: steve@bioinf.uni-leipzig.de
Supplementary information: Supplementary data are available at
Bioinformatics online.

Received on November 7, 2011; revised on April 24, 2012; accepted
on April 25, 2012

1 INTRODUCTION
Cytosine DNA methylation is one of the major epigenetic
modifications in eukaryotes (Esteller, 2005). The epigenetic
modification pathways governing DNA methylation and histone
modifications are strongly coupled with each other (Cedar and
Bergman, 2009). Hypermethylations in promotors of genes are
associated with stable repression of its activity (as in case of

∗
To whom correspondence should be addressed.

X-chromosome inactivation) that can be maintained throughout
cell divisions (Weber and Schübeler, 2007). During mammalian
development, methylation patterns are largely rearranged. In very
early stages, methylation marks are erased to allow flexible
short-term regulation by histone modifications, while wide-spread
de novo methylations in later stages enable long-term silencing
of pluripotency-related or imprinted genes (Reik, 2007). In
mammalian genomes, DNA methylation also ensures genomic
integrity by inactivating and immobilizing transposable elements
and hence preventing chromosomal instability, translocation, or gene
disruption (Weber and Schübeler, 2007). In cancer cells, this overall
stable landscape of DNA methylations is heavily distorted by wide-
spread and massive hypomethylations, e.g. in repetitive sequences,
and by silencing of tumor-suppressor genes by hypermethylating
their promotors (Esteller, 2007).

Capturing DNA methylations on genome-wide scales in high
resolution has become technically and economically feasible only
with the advent of high-throughput sequencing (HTS) technologies.
DNA methylations are commonly captured either by sequencing
methylated DNA that was isolated by antibodies or proteins,
as in methylated DNA immunoprecipitation (Weber et al., 2005)
and methyl-CpG binding domain-based (MBD) isolated genome
sequencing (Serre et al., 2010), or by sequencing DNA reads
treated with sodium bisulfite to selectively convert unmethylated
cytosines to uracils (Frommer et al., 1992). Since the first approach
merely enriches sequencing reads with methylation marks by
pull down with antibodies or proteins, it is not possible to
accurately pinpoint frequency, exact location, and sequence context
of the modifications. The isolation procedure is further biased
towards enrichment of highly methylated regions (Lister and
Ecker, 2009). Sequencing techniques based on bisulfite treatment,
on the other hand, facilitate single-base resolution, so that the
methylation state of each single cytosine can be analyzed. Thus,
they are capable of detecting intermediate methylation levels in
heterogeneous samples or imprinted genes. One drawback of this
method is the fact that hydroxymethylated cytosines, present in some
mammalian cell types, cannot be distinguished from methylation
marks after conversion with sodium bisulfite. The role of the
hydroxymethylation is not yet known but it might be involved in
demethylation or alterations of the chromatin structure (Huang et al.,
2010).

Due to its high resolution and the possibility of unbiased genome
coverage, bisulfite sequencing has been established as the ‘gold

1698 © The Author 2012. Published by Oxford University Press. All rights reserved. For Permissions, please email: journals.permissions@oup.com
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Mapping of bisulfite-treated sequencing data

Fig. 1. Possible read types (+FW, +RC, −FW and −RC) in bisulfite
sequencing protocols. Methylated and unmethylated cytosines in the
genomic sequence (left) are coloured in red and blue, respectively, and
positions in the read sequences (right) derived from genomic cytosines
are coloured correspondingly. Note that the intermediate conversion of
unmethylated cytosines into uracils after bisulfite treatment is omitted

standard’ method to capture DNA methylation. In the earliest
approach of this type, reduced representation bisulfite sequencing
by Meissner et al. (2005), genomic regions with CpG dinucleotides
are enriched by prior digestion with MspI. More recent protocols
avoid this bias. Both methylC-seq (Lister et al., 2009) and BS-seq
(Cokus et al., 2008) are protocols for the construction of the bisulfite-
treated libraries for HTS. They mainly differ in their amplification
procedure: while methylC-seq involves only a single amplification,
BS-seq uses two amplification steps to ensure only fully bisulfite-
converted sequences to be amplified and hence sequenced. In
BS-seq, first, adapters containing unmethylated cytosines are ligated
to the DNA fragment. After treatment with sodium bisulfite, the
first amplification is performed using primers complementary to
fully bisulfite-converted adapters, then digested with DnpI and
again amplified using common Solexa adapters. This results in four
different types of bisulfite reads: +FW and +RC from the plus
strand and −FW and −RC from the minus strand (Fig. 1). In case
of methylC-seq, only two of these read types (+FW and −FW)
may occur and are expected to be sequenced at similar rate. Beyond
the extensive study of Lister et al. (2009) as part of the UCSD
Human Reference Epigenome Mapping Project, the methylomes of
silkworm (Xiang et al., 2010), honey bee (Lyko et al., 2010); and
Human peripheral blood mononuclear cells (Li et al., 2010) have
been analyzed by means of bisulfite sequencing. Moreover, this
technology has been applied to identify methylation variations in
epigenetic domains across cancer types (Hansen et al., 2011).

Standard DNAseq mapping algorithms may run into problems
when dealing with the potentially high number of converted
cytosines in bisulfite sequencing reads: the bisulfite conversion
causes a large number of mismatches between read and reference
genome that should not be penalized. The asymmetry of the resulting
matching rule, i.e. a genomic cytosine should match a thymine in
the read but not vice versa, complicates the issue. Early bisulfite
mapping methods used very time-consuming strategies. BSMAP
(Xi and Li, 2009), for instance, iterates over all possible C/T
conversions, CokusAlignment (Cokus et al., 2008) uses an
exhausting tree search with base probability vectors. More recent
methods either allow for asymmetric bisulfite-related mismatches,
typically implemented by means of hash-tables as in MAQ (Li et al.,
2008) and RMAP (Smith et al., 2009), or use a collapsed alphabet
so that the asymmetry is disregarded altogether. In the latter type
of methods, each cytosine is converted to a thymine (or guanine to
adenine to match the minus strand) in the reads and in the genomic
sequence. Both BS Seeker (Chen et al., 2010) and Bismark
(Krueger and Andrews, 2011) use Bowtie (Langmead et al., 2009)

to map the converted strings using different alignment policies.
The resulting alignments are then post-processed to recover the
methylated positions. None of the available tools can account for
insertions and deletions (indels) in the read alignment. This is a major
drawback since indels are known to be the predominant error type in
454 sequencing data and small indels contribute significantly to the
genetic variation in human (Mills et al., 2011). Overall, currently
available bisulfite mappers may not be able to cope with higher
error rates potentially caused by erroneous PCR clones, low-quality
reference genomes, extensive allelic variations, or mapping to the
genome of a closely related organism. For example, the amphioxus
genome exhibits substantial allelic variation with 3.7% SNPs and
6.8% polymorphic indels (Putnam et al., 2008). In the Ciona
intestinalis, another important model organism, the average SNP rate
is 1.2% but the variations are not uniformly distributed and locally
increase to 10–15% within windows of 100 nt (Dehal et al., 2002).
segemehl is an efficient read mapping tool based on suffix

arrays that readily accommodates indels using an extended version
of the matching statistics (Hoffmann et al., 2009). In this study,
we demonstrate that the mapping of bisulfite sequencing data can
be incorporated into the framework using a hybrid approach that
combines seed searches in the suffix array on a collapsed alphabet
with optimal semi-global alignments around seed matches using a
specialized extension of Myers bit-vector algorithm.

2 RESULTS

2.1 Seed search on collapsed alphabet
Our matching strategy uses seeds that serve as anchors for
subsequent semi-global alignments (see Supplementary Fig. S1).
The seed search is efficiently facilitated in segemehl by an
enhanced suffix array (ESA; Abouelhoda et al., 2004). The
ESA data structure supports exact query searches with an effort
proportional to the length m of the query sequence and largely
independent of the size of the reference genome. Our method aims
to identify seed matches starting at each position. To improve
the sensitivity of the seed search in the presence of sequencing
errors, a limited number of mismatches as well as indels (insertions
and deletions) is evalutated. For the technical details, we refer to
Hoffmann et al. (2009).

To facilitate efficient mapping of bisulfite-treated sequencing data,
it is necessary to cope with a high number of bisulfite-related
mismatches. To overcome this issue, the nucleotide alphabet is
collapsed to three characters. To enable the seed search on both
strands, two reference genomes and their corresponding ESAs,
one with C-to-T and one with G-to-A conversions, are created.
Since forward (C-to-T) and backward (G-to-A) ESA can be used
consecutively, only disk storage but not core memory is affected.
The reduced alphabet requires somewhat longer seeds to ensure
unambiguous matches, leading to an increase in runtime by a small
constant factor compared to ordinary read matching.

2.2 Myers bit-vector algorithm
After seed matching, segemehl calculates semi-global alignments
of the query with the reference genome loci indicated by the seeds
using the fast bit-vector algorithm of Myers (1999). To prevent
spurious hits, segemehl uses a user-defined accuracy threshold
(option -A) specifying the minimal required percentage of matches
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Reference genome:	

	

	

Add optional 
methylation:	

	

	

	

Actual read:	

	

	

Rule:	

	


TCCGATGAGA       TCTCATCGGA	

	

TCCGATGAGA       TCTCATCGGA	

	

	

TTCGATGAGA       TTTTATCGGA	

	


Positive Strand	
 Negative Strand	


T  G  A  C  CG	

	

T  G  A  T   CG	


Genotypes	  with	  BS-‐seq	  data	  
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Reference:	


	

What if the genome 

was:	

	

	

	


	

Actual read:	


	

	


TCCGATGAGA  TCTCATCGGA  
 

GCCGATGAGA  TCTCATCGGC 
CCCGATGAGA  TCTCATCGGG 
ACCGATGAGA  TCTCATCGGT 
 
TTCGATGAGA  TTTTATCGGA 
 

GCCGATGAGA  TTTTATCGGT 
TCCGATGAGA  TTTTATCGGG 
ACCGATGAGA  TTTTATCGGT 
	

	


You can reconcile the ambiguity with the read 
from the opposite strand. 

T 

Positive Strand	
 Negative Strand	


T  G  A  C  CG	

	

T  G  A  T   CG	


Genotypes	  with	  BS-‐seq	  data	  
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TCCGATGAGA  TCTCATCGGA  
 

TGCGGTGAGA  TCTCACCGCA 
TACGCTGAGA  TCTCAGCGTA 
TTCGTTGAGA  TCTCAACGAA 
 
TTCGATGAGA  TTTTATCGGA 
 

TGCGGTGAGA  TTTTATCGTA 
TACGTTGAGA  TTTTAGCGTA 
TTCGTTGAGA  TTTTAACGAA 
 
 

Again, you can reconcile the ambiguity with the 
read from the opposite strand. 

A 

T  G  A  C  CG	

	

T  G  A  T   CG	


	

Reference:	


	

What if the genome 

was:	

	

	

	


	

Actual read:	


	

	


Positive Strand	
 Negative Strand	


Genotypes	  with	  BS-‐seq	  data	  
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Ref	   Alt	   Genotype	   Info	  
from	  

Ref	  (+)	  
read	  as:	  

Ref(-‐)	  read	  as:	   Alt	  (+)	  read	  
as:	  

Alt	  (-‐)	  read	  
as:	  

A	   C	   A/C	   Both	   A	   A	   C	  or	  T	   C	  

A	   G	   A/G	   +	   A	   n/a	   G	   n/a	  

A	   T	   A/T	   Both	   A	   A	   T	   T	  

C	   A	   A/C	   Both	   C	  or	  T	   	  C	   A	   A	  

C	   G	   C/G	   Both	   C	  or	  T	   C	   G	   G	  or	  A	  

C	   T	   C/T	   -‐	   n/a	   C	   n/a	   T	  

G	   A	   A/G	   +	   G	   n/a	   A	   n/a	  

G	   C	   C/G	   Both	   G	   G	  or	  A	   C	  or	  T	   C	  

G	   T	   G/T	   Both	   G	   G	  or	  A	   T	   T	  

T	   A	   A/T	   Both	   T	   T	   A	   A	  

T	   C	   C/T	   -‐	   n/a	   T	   n/a	   C	  

T	   G	   G/T	   Both	   T	   T	   G	   G	  or	  A	  

We don’t always get allele information from both strands … i.e. 
when the methylation base call interferes with the SNP base call 

Genotype	  informa?on	  from	  BS-‐seq	  data	  
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Figure 4 | Overview of ChIP–seq analysis. The raw data for chromatin immunopre-
cipitation followed by sequencing (ChIP–seq) analysis are images from the 
next-generation sequencing platform (top left). A base caller converts the image data 
to sequence tags, which are then aligned to the genome. On some platforms, they are 
aligned with the aid of quality scores that indicate the reliability of each base call. 
Peak calling, using data from the ChIP profile and a control profile (which is usually 
created from input DNA), generates a list of enriched regions that are ordered by false 
discovery rate as a statistical measure. Subsequently, the profiles of enriched regions 
are viewed with a browser and various advanced analyses are performed.

for the ChIP–seq experiment. As the number of reads 
per run continues to increase, the ability to sequence 
multiple samples at the same time (referred to as ‘mul-
tiplexing’) becomes important for cost effectiveness. In  
theory, multiplexing of samples is not difficult and only 
requires different barcode adaptors to be ligated to dif-
ferent samples during sample preparation. Even allowing 
for sequencing errors, a few bases are sufficient to serve 
as unique identifiers for many samples. In practice, how-
ever, multiplexing has not been widely used so far on the 
Illumina platform owing to uneven coverage of the sam-
ples and other technical problems. However, some recent 
protocols show promise49, and multiplexing is likely to 
be used frequently in the future.

Additional considerations. Although ChIP fragments  
are generally sequenced at the 5  ends, they can also 
be sequenced at both ends, as is frequently done for 
detection of structural variations in the genome19. 
Paired-end sequencing can be used in conjunction with 
ChIP to provide additional specificity (especially when 
mapping repetitive regions) and to map long-range  
chromatin interactions50.

ChIP experiments should be replicated to ensure 
reproducibility of the data. For microarrays, platforms 
and protocols have improved substantially so that  
replicate experiments using the same samples are 

generally no longer needed. Although this is likely to 
become the case for ChIP–seq51, replicate experiments 
are still recommended to account for variation between 
samples and to verify the fidelity of experimental  
steps. Assuming that they are sequenced deeply, two 
concordant replicate experiments are usually sufficient, 
as a third replicate seems to add little value38.

Challenges in data analysis
As NGS platforms and ChIP–seq protocols mature, data 
generation is gradually becoming routine, and the limit-
ing factor in a study is shifting to computational analysis 
of the data and to validation experiments. In this sec-
tion, I discuss the key issues and concepts involved in 
data analysis. These concepts underpin a much wider 
range of ChIP–seq analysis techniques, which are too 
varied and complex to be discussed in this review. A 
flow chart of the steps involved in ChIP–seq analysis is  
shown in FIG. 4.

Data management. Next-generation sequencing  
produces an unprecedented amount of data. Raw data 
and images are on the order of terabytes per machine 
run, which makes data storage a challenge even for facili-
ties with considerable expertise in the management of 
genomic data. Data can be stored at three levels: image 
data, sequence tags and alignment data. Ideally, the raw 
image data should be kept so that if a new base caller is 
developed the raw data can be reprocessed. Sequence 
tags can be used to map the data when an improved 
aligner is available or when a reference genome assembly 
is updated. Alignment data can be useful for generating 
summary statistics and can be used to generate SNP or 
copy number variation calls. There is no consensus in 
the community with regard to which data types should 
be stored, but many argue that the image data are too 
expensive to maintain and that a reasonable approach is 
to discard the raw data after a short period of time and 
keep only the sequence-level data.

In microarray-based studies, investigators are 
encouraged, and often required, to submit their data 
upon publication to a public database, such as Gene 
Expression Omnibus52. For NGS data, data transfer and 
maintenance are more complicated owing to the large 
file sizes. Depositing data through standard FTP or 
HTTP protocols, for instance, is likely to fail when many 
gigabytes are to be uploaded. To meet this challenge, the 
National Center for Biotechnology Information in the 
US, the European Bioinformatics Institute and the DNA 
Databank of Japan have developed the Sequence Read 
Archive53,54. To ensure that the archive is useful to the 
community, meta-data describing the details of each 
experiment should be submitted to the repositories at 
the same time as the sequencing data.

Genome alignment. Image processing and base calling  
are platform specific and are mostly done using the 
software provided by the sequencing platform manu-
facturer, although some new base callers have been 
proposed recently 55,56 for the Illumina platform. 
More important is the choice of strategy for genome 
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Many sequencing experiments 
have some common initial 
preprocessing elements (e.g. read 
mapping); microarray experiments 
– normalization. 
 
Downstream informatic analyses 
are catered to the scientific 
question. 
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enumerating the conceptual modules of each data set. 
For example, clustering of RNA expression reveals co-
expressed genes98, clustering of histone modifications 
gives loci that share similar chromatin structure57,89,99, 
protein–protein interaction clustering finds proteins in 
the same complex100, and genetic interaction clustering 
reveals members of the same or similar pathways55.

Although all modules are tethered to the genome, 
modules from one experiment are not linked to those 
from others. Thus, the next task in data integration is 
to connect these modules. One approach is to examine 
a module from one data type — for example, chromatin 
signatures — in the context of another data type — for 
example, DNA methylation25,101,102. Alignment of data 
sets on a browser, such as the University of California-
Santa Cruz (UCSC) Genome Browser103, might be useful 
in this regard (FIG. 3). Furthermore, the Genome Browser 
also contains annotations, such as gene definitions, 
evolutionary conservation and disease associations104.  
Therefore, co-clustering of new experimental data 
with known annotations can provide an easy bridge 

to hypothesis generation. In the past, when genomics  
consisted only of global gene-expression analysis, anno-
tation libraries such as Gene Ontology105 and the more 
sophisticated Gene Set Enrichment Analysis106 were 
developed to provide an easy way to assess the biological 
significance of gene hits. As data sets are now extending 
to include ncRNAs, disease-associated SNPs and regions 
of transcription-factor binding, it seems that ‘Locus 
Set Enrichment Analysis’ will be an important part of 
genomics. Sets of loci that share factor binding, epigenetic 
modifications or disease association will provide efficient 
ways to form hypotheses regarding function outside of  
coding regions.

Another approach to connecting conceptual mod-
ules involves network biology, which leverages high-
throughput techniques to find relationships that connect 
genomic loci and conceptual groups. Such approaches 
include: Hi-C, which maps how chromosomal interac-
tions connect genomic loci to each other; E-MAPs, which 
use genetic interactions to connect proteins to pathways; 
and ChIP–seq, which links transcription factors with 

Figure 3 | Data visualization. The University of California-Santa Cruz (UCSC) Genome Browser is a tool for viewing 
genomic data sets. A vast amount of data is available for viewing through this browser. This example from the browser 
shows numerous data types in K562 cells from the ENCODE Consortium. A random gene was selected — katanin p60 
subunit A-like 1 (KATNAL1) — that shows several points that can be identified by using this tool. The promoter has a 
typical chromatin structure (a peak of histone 3 lysine 4 trimethylation (H3K4me3) between the bimodal peaks of 
H3K4me1), is bound by RNA polymerase II (RNAPII) and is DNase hypersensitive. The gene is transcribed, as indicated 
by RNA sequencing (RNA–seq) data, as well as H3K36me3 localization. The gene lies between two CCCTC-binding 
factor (CTCF)-bound sites that could be tested for insulator activity. An intronic H3K4me1 peak (highlighted) predicts 
an enhancer element, corroborated by the DNase I hypersensitivity site peak. There is a broad repressive domain of 
H3K27me3 downstream, which could have an open chromatin structure in another cell type.
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in performance between the NRSF and GABP datasets came from
the Kharchenko’s spp package, wtd and mtc, which were less
sensitive in the GABP dataset. The decreased sensitivity of the spp
methods on the GABP dataset may be caused by the broader
enrichment regions noted in this dataset (see Figures S6, S7 and S8
and further discussion in the ‘‘Spatial Resolution’’ section).
Directional scoring methods are known to be less useful for
identifying broad enrichment signals, such as histone modification
or RNA polymerase binding, due to blurring of the signal between
the forward and reverse reads (Figure 1B).
Though high in confidence, the qPCR gold-standards cover

only a handful of sites across the genome, perhaps limiting our
ability to assess more subtle difference in sensitivity. To gain a
more comprehensive picture of sensitivity between these methods,
a whole genome scan for the presence of high confidence
canonical binding motifs was conducted. This approach, which
permits an assessment of sensitivity from a larger database,
generated a list of more than 3000 potential NRSF and 6500
GABP binding sites. The coverage of these motif occurrences
largely recapitulates the patterns seen with the qPCR binding site
analysis, suggesting that the similarities observed with the high
confidence qPCR database are not simply artifacts of the small
sample size (Figure 5B,D). In summary, the sensitivity of all
methods on the NRSF dataset remains remarkably similar over
most of the peak-lists, while more noticeable differences emerge in
examining the GABP data. The similarities from the NRSF data
likely emerge from the fact that many algorithms may have been
tested and trained on this same dataset, thereby optimizing their
default settings. The differences seen with GABP highlight the
potential variability in performance and seem to indicate that, for
this dataset, directional scoring methods were less sensitive

(SISSRS, mtc, wtd), corroborating the findings from our qPCR
analysis.
It is important, however, to consider that high confidence motif

sites represent putative binding sites for the transcription factor.
Some sites may not be occupied under the experimental
conditions and may not even be present in the cell line’s genome,
given that cell lines are prone to genomic instability. Thus, while
the co-occurrence of motif instances and detected peaks likely
represent true binding sites, the failure to identify a peak at a motif
site has a several possible explanations.

Specificity. Assessing the rate of false positives in the peak
lists is a challenging task. The available set of qPCR-determined
negative sites for NRSF provides only 30 ‘‘true negatives’’, defined
as sites where enrichment was less than 3 fold [45]. By this
standard, nine of eleven programs called a total of two putative
false positives (CisGenome and QuEST found none). The same
two ‘‘true negative’’ sites (chr20: 61280784–61280805 and
chr6:108602345–108602365 in hg18) were identified by all nine
programs. Although this could indicate some systematic bias in
peak calling, Kharchenko et al. argue that, based on sequence tag
distributions, these sites are likely bound by NRSF under the
ChIP-seq experimental conditions (see Supplementary Fig. 9 from
Kharchenko et al. [31]). Thus, we find these ‘‘negative’’ sites and
their corollaries in the GABP dataset unreliable for assessing the
specificity of the different programs using metrics such as a
receiver operator curve (ROC), despite the fact that other groups
have used this metric previously [12].
In the absence of an appropriate dataset for rigorous false

positive testing, many investigators prefer to examine a stringent
set of binding sites. Thus, programs must provide accurate means
for ranking peaks according to some confidence metric. To assess

Figure 2. ChIP-seq peak calling programs selected for evaluation. Open-source programs capable of using control data were selected for
testing based on the diversity of their algorithmic approaches and general usability. The common features present in different algorithms are
summarized, and grouped by their role in the peak calling procedure (colored blocks). Programs are categorized by the features they use (Xs) to call
peaks from ChIP-seq data. The version of the program evaluated in this analysis is shown for each program, as the feature lists can change with
program updates.
doi:10.1371/journal.pone.0011471.g002

Testing of ChIP-Seq Algorithms
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MACS model for FoxA1 ChIP-SeqFigure 1
MACS model for FoxA1 ChIP-Seq. (a,b) The 5' ends of strand-separated tags from a random sample of 1,000 model peaks, aligned by the center of their 
Watson and Crick peaks (a) and by the FKHR motif (b). (c) The tag count in ChIP versus control in 10 kb windows across the genome. Each dot 
represents a 10 kb window; red dots are windows containing ChIP peaks and black dots are windows containing control peaks used for FDR calculation. 
(d) Tag density profile in control samples around FoxA1 ChIP-Seq peaks. (e,f) MACS improves the motif occurrence in the identified peak centers (e) and 
the spatial resolution (f) for FoxA1 ChIP-Seq through tag shifting and λlocal. Peaks are ranked by p-value. The motif occurrence is calculated as the 
percentage of peaks with the FKHR motif within 50 bp of the peak summit. The spatial resolution is calculated as the average distance from the summit to 
the nearest FKHR motif. Peaks with no FKHR motif within 150 bp of the peak summit are removed from the spatial resolution calculation.
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but broader regions of up to a few kilobases; 
and broad regions up to several hundred 
kilobases. Punctate enrichment is a signa-
ture of a classic sequence-specific transcrip-
tion factor such as NRSF or CTCF binding 
to its cognate DNA sequence motif (Fig. 2a). 
A mixture of punctate and broader signals 
is associated with proteins such as RNA 
polymerase II that bind strongly to specific 
transcription start sites in active and stalled 
promoters (in a punctate fashion), but RNA 
polymerase II signals can also be detected 
more diffusely over the body of actively 
transcribed genes5,6 (Fig. 2b). ChIP-seq sig-
nals that come from most histone marks and 
other chromatin domain signatures are not 
point sources as described above but range 
from nucleosome-sized domains to very 
broad enriched regions that lack a single 
source entirely such as  histone H3 Lys27 
trimethylation (H3K27me3) in repressed 
areas7,8 (Fig. 2c).

These different categories of ChIP enrich-
ment have distinct characteristics that 
algorithms can use to predict true signals 
optimally. Punctate events offer the greatest 
amount of discriminatory detail to model the 
source point down to the nucleotide level. To 
date, most algorithms have been developed 
and tuned for this class of binding, though 
specific packages can work reasonably well 
for mixed binding, typically requiring the use 
of nondefault parameters.

Peak-finders, regions, summits and sourc-
es. The first step in analyzing ChIP-seq data 
is to identify regions of increased sequence 
read tag density along the chromosome rela-
tive to measured or estimated background. 
After these ‘regions’ are identified, process-
ing ensues to identify the most likely source 
point(s) of cross-linking and inferred bind-
ing (called ‘sources’). The source is related, 
but not identical, to the ‘summit’, which 
is the local maximum read density in each 
region. When there is no single point source 
of cross-linking, as for some dispersed chro-
matin marks, the region-aggregation step is 

appropriate but the ‘summit-finding’ step is not. Software packages for 
ChIP-seq are generically and somewhat vaguely called ‘peak finders’. 
They can be conceptually subdivided into the following basic com-
ponents: (i) a signal profile definition along each chromosome, (ii) 
a background model, (iii) peak call criteria, (iv) post-call filtering of 
artifactual peaks and (v) significance ranking of called peaks (Fig. 3). 
Components of 12 published software packages are summarized in 
Table 1.  

The simplest approach for calling enriched regions in ChIP-seq 
data is to take a direct census of mapped tag sites along the genome 
and allow every contiguous set of base pairs with more than a 

the workup). The current algorithms have each been designed 
to ignore a variety of false positive read-tag aggregations that are 
judged unlikely to be due to immuno-enriched factor binding, but 
they are not identical, and users should expect different packages 
and different parameters to eliminate some overlapping and some 
novel tag patterns as background.

Classes of ChIP-seq signals.  Consistent with previous ChIP-chip 
results, ChIP-seq tag enrichments or ‘peaks’ generated by typical 
experimental protocols can be classified into three major categories: 
punctate regions covering a few hundred base pairs or less; localized 
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Figure 2 | ChIP-seq peak types from various experiments. (a–c) Data shown are from remapping of a 
previously published human ChIP-seq dataset7. Proteins that bind DNA in a site-specific fashion, such 
as CTCF, form narrow peaks hundreds of base pairs wide (a). The difference of plus and minus read 
counts is generally expected to cross zero near the signal source, the source in this example being the 
CTCF motif indicated in red. Signal from enzymes such as RNA polymerase II may show enrichment over 
regions up to a few kilobases in length (b). Experiments that probe larger-scale chromatin structure 
such as the repressive mark for H3K27me3 may yield very broad ‘above’-background regions spanning 
several hundred kilobases (c). Signals are plotted on a normalized read per million (RPM) basis.
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unknown to the user. Second, ChIP-Seq data exhibit regional
biases along the genome due to sequencing and mapping
biases, chromatin structure and genome copy number varia-
tions [10]. These biases could be modeled if matching control
samples are sequenced deeply enough. However, among the
four recently published ChIP-Seq studies [5-8], one did not
have a control sample [5] and only one of the three with con-
trol samples systematically used them to guide peak finding
[8]. That method requires peaks to contain significantly
enriched tags in the ChIP sample relative to the control,
although a small ChIP peak region often contains too few con-
trol tags to robustly estimate the background biases.

Here, we present Model-based Analysis of ChIP-Seq data,
MACS, which addresses these issues and gives robust and
high resolution ChIP-Seq peak predictions. We conducted
ChIP-Seq of FoxA1 (hepatocyte nuclear factor 3α) in MCF7
cells for comparison with FoxA1 ChIP-chip [1] and identifica-
tion of features unique to each platform. When applied to
three human ChIP-Seq datasets to identify binding sites of
FoxA1 in MCF7 cells, NRSF (neuron-restrictive silencer fac-
tor) in Jurkat T cells [8], and CTCF (CCCTC-binding factor) in
CD4+ T cells [5] (summarized in Table S1 in Additional data
file 1), MACS gives results superior to those produced by
other published ChIP-Seq peak finding algorithms [8,11,12].

Results
Modeling the shift size of ChIP-Seq tags
ChIP-Seq tags represent the ends of fragments in a ChIP-
DNA library and are often shifted towards the 3' direction to
better represent the precise protein-DNA interaction site. The
size of the shift is, however, often unknown to the experi-
menter. Since ChIP-DNA fragments are equally likely to be
sequenced from both ends, the tag density around a true
binding site should show a bimodal enrichment pattern, with
Watson strand tags enriched upstream of binding and Crick
strand tags enriched downstream. MACS takes advantage of
this bimodal pattern to empirically model the shifting size to
better locate the precise binding sites.

Given a sonication size (bandwidth) and a high-confidence
fold-enrichment (mfold), MACS slides 2bandwidth windows
across the genome to find regions with tags more than mfold
enriched relative to a random tag genome distribution. MACS
randomly samples 1,000 of these high-quality peaks, sepa-
rates their Watson and Crick tags, and aligns them by the
midpoint between their Watson and Crick tag centers (Figure
1a) if the Watson tag center is to the left of the Crick tag
center. The distance between the modes of the Watson and
Crick peaks in the alignment is defined as 'd', and MACS shifts
all the tags by d/2 toward the 3' ends to the most likely pro-
tein-DNA interaction sites.

When applied to FoxA1 ChIP-Seq, which was sequenced with
3.9 million uniquely mapped tags, MACS estimates the d to be

only 126 bp (Figure 1a; suggesting a tag shift size of 63 bp),
despite a sonication size (bandwidth) of around 500 bp and
Solexa size-selection of around 200 bp. Since the FKHR motif
sequence dictates the precise FoxA1 binding location, the true
distribution of d could be estimated by aligning the tags by the
FKHR motif (122 bp; Figure 1b), which gives a similar result
to the MACS model. When applied to NRSF and CTCF ChIP-
Seq, MACS also estimates a reasonable d solely from the tag
distribution: for NRSF ChIP-Seq the MACS model estimated
d as 96 bp compared to the motif estimate of 70 bp; applied to
CTCF ChIP-Seq data the MACS model estimated a d of 76 bp
compared to the motif estimate of 62 bp.

Peak detection
For experiments with a control, MACS linearly scales the total
control tag count to be the same as the total ChIP tag count.
Sometimes the same tag can be sequenced repeatedly, more
times than expected from a random genome-wide tag distri-
bution. Such tags might arise from biases during ChIP-DNA
amplification and sequencing library preparation, and are
likely to add noise to the final peak calls. Therefore, MACS
removes duplicate tags in excess of what is warranted by the
sequencing depth (binomial distribution p-value <10-5). For
example, for the 3.9 million FoxA1 ChIP-Seq tags, MACS
allows each genomic position to contain no more than one tag
and removes all the redundancies.

With the current genome coverage of most ChIP-Seq experi-
ments, tag distribution along the genome could be modeled
by a Poisson distribution [7]. The advantage of this model is
that one parameter, λBG, can capture both the mean and the
variance of the distribution. After MACS shifts every tag by d/
2, it slides 2d windows across the genome to find candidate
peaks with a significant tag enrichment (Poisson distribution
p-value based on λBG, default 10-5). Overlapping enriched
peaks are merged, and each tag position is extended d bases
from its center. The location with the highest fragment
pileup, hereafter referred to as the summit, is predicted as the
precise binding location.

In the control samples, we often observe tag distributions
with local fluctuations and biases. For example, at the FoxA1
candidate peak locations, tag counts are well correlated
between ChIP and control samples (Figure 1c,d). Many possi-
ble sources for these biases include local chromatin structure,
DNA amplification and sequencing bias, and genome copy
number variation. Therefore, instead of using a uniform λBG

estimated from the whole genome, MACS uses a dynamic
parameter, λlocal, defined for each candidate peak as:

λlocal = max(λBG, [λ1k,] λ5k, λ10k)

where λ1k, λ5k and λ10k are λ estimated from the 1 kb, 5 kb or
10 kb window centered at the peak location in the control
sample, or the ChIP-Seq sample when a control sample is not
available (in which case λ1k is not used). λlocal captures the
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influence of local biases, and is robust against occasional low
tag counts at small local regions. MACS uses λlocal to calculate
the p-value of each candidate peak and removes potential
false positives due to local biases (that is, peaks significantly
under λBG, but not under λlocal). Candidate peaks with p-val-
ues below a user-defined threshold p-value (default 10-5) are
called, and the ratio between the ChIP-Seq tag count and λlocal

is reported as the fold_enrichment.

For a ChIP-Seq experiment with controls, MACS empirically
estimates the false discovery rate (FDR) for each detected
peak using the same procedure employed in the previous
ChIP-chip peak finders MAT [13] and MA2C [14]. At each p-
value, MACS uses the same parameters to find ChIP peaks
over control and control peaks over ChIP (that is, a sample
swap). The empirical FDR is defined as Number of control
peaks / Number of ChIP peaks. MACS can also be applied to
differential binding between two conditions by treating one of
the samples as the control. Since peaks from either sample are
likely to be biologically meaningful in this case, we cannot use
a sample swap to calculate FDR, and the data quality of each
sample needs to be evaluated against a real control.

Model evaluation
The two key features of MACS are: empirical modeling of 'd'
and tag shifting by d/2 to putative protein-DNA interaction
site; and the use of a dynamic λlocal to capture local biases in
the genome. To evaluate the effectiveness of tag shifting based
on the MACS model d, we compared the performance of
MACS to a similar procedure that uses the original tag posi-
tions instead of the shifted tag locations. The effectiveness of
the dynamic λlocal is assessed by comparing MACS to a proce-
dure that uses a uniform λBG from the genome background.
Figure 1e,f show that both the detection specificity, measured
by the percentage of predicted peaks with a FKHR motif
within 50 bp of the peak summit, and the spatial resolution,
defined as the average distance from the peak summit to the
nearest FKHR motif, are greatly improved by using tag shift-
ing and the dynamic λlocal. In addition, FoxA1 is known to
cooperatively interact with estrogen receptor in breast cancer
cells [1,15]. As evidence for this, we also observed enrichment
for estrogen receptor elements (3.1-fold enriched relative to
genome motif occurrence) and its half-site (2.7-fold) [15]
within the center 300 bp regions of MACS-detected FoxA1
ChIP-Seq peaks.

λlocal is also effective in capturing the local genomic bias from
a ChIP sample alone when a control is not available. To dem-
onstrate this, we applied MACS to FoxA1 ChIP-Seq and con-
trol data separately. Using the same parameters, all the
control peaks are, in theory, false positives, so the FDR can be
empirically estimated as Number of control peaks / Number
of ChIP peaks. To identify 7,000 peaks, the FDR for MACS is
only 0.4% when a control is available and λlocal is used. To get
7,000 peaks when a control is not available, the FDR could
still remain low at 3.8% if MACS estimates λlocal from the ChIP

sample, whereas it would reach 41.2% if MACS uses a global
λBG. This implies that the λlocal is critical for ChIP-Seq studies
when matching control samples are not available [5,9].

Method comparisons
We compared MACS with three other publicly available ChIP-
Seq peak finding methods, ChIPSeq Peak Finder [8], Find-
Peaks [11] and QuEST [12]. To compare their prediction spe-
cificity, we swapped the ChIP and control samples, and
calculated the FDR of each algorithm as Number of control
peaks / Number of ChIP peaks using the same parameters for
ChIP and control. For FoxA1 and NRSF ChIP-Seq (an FDR for
CTCF is not available due to the lack of control), MACS con-
sistently gave fewer false positives than the other three meth-
ods (Figure 2a,b).

Determining the percentage of predicted peaks associated
with a motif within 50 bp of the peak center for FoxA1 and
NRSF ChIP-Seq, we found MACS to give consistently higher
motif occurrences (Figure 2c,d). Evaluating the average dis-
tance from peak center to motif, excluding peaks that have no
motif within 150 bp of the peak center, we found that MACS
predicts peaks with better spatial resolution in most cases
(Figure 2e,f). For CTCF, since QuEST does not run on sam-
ples without controls, we only compared MACS to ChIPSeq
Peak Finder and FindPeaks. Again, MACS gave both higher
motif occurrences within 50 bp of the peak center and better
spatial resolutions than other methods (Figure S1 in Addi-
tional data file 1). In general, MACS not only found more
peaks with fewer false positives, but also provided better
binding resolution to facilitate downstream motif discovery.

Comparison of ChIP-Seq to ChIP-chip
A comparison of FoxA1 ChIP-Seq and ChIP-chip revealed the
peak locations to be fairly consistent with each other (Figure
3a). Not surprisingly, the majority of ChIP-Seq peaks under a
FDR of 1% (65.4%) were also detected by ChIP-chip (MAT
[13] cutoff at FDR <1% and fold-enrichment >2). Among the
remaining 34.6% ChIP-Seq unique peaks, 1,045 (13.3%) were
not tiled or only partially tiled on the arrays due to the array
design. Therefore, only 21.4% of ChIP-Seq peaks are indeed
specific to the sequencing platform. Furthermore, ChIP-chip
targets with higher fold-enrichments are more likely to be
reproducibly detected by ChIP-Seq with a higher tag count
(Figure 3b). Meanwhile, although the signals of array probes
at the ChIP-Seq specific peak regions are below the peak-call-
ing cutoff, they show moderate signal enrichments that are
significantly higher than the genomic background (Wilcoxon
p-value <10-320; Figure 3c). Indeed, 835 out of 1,684 ChIP-
Seq specific peaks could also be detected in ChIP-chip, when
the less stringent FDR cutoff of 5% is used. Another reason
why peaks detected by ChIP-Seq may be undetected by ChIP-
chip is that ChIP-Seq specific peaks are usually slightly
shorter than similar fold-enrichment peaks found by both
ChIP-Seq and ChIP-chip (Figure 3d) and may not be detecta-
ble on the array due to insufficient probe coverage. On the
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We use a hidden Markov model (HMM) that assigns a
state to each region t such that St = 1, if there is a binding
site or modification in that region increasing relative frag-
ment abundance, and St = 0 if not. We assume that the
dependence between adjacent windows is the same
throughout the genomic region under study, i.e., P(St+1 =
1|St = 0) = p and P (St+1 = 1|St = 1) = r for parameters p and
r and for all t.

As the fragment counts  and  depend on both St

and St+1, the working states correspond to the set of paired

combinations

for all windows t. Figure 1 shows an illustration of the
model. We consider states Zt = {1, 2, 3} to have the same

enrichment effect and the state Zt = 0 to have none. The
initial state distribution for t = 1 assigns equal probability
to all 4 states.

Conditional on the parameters � and wt (defined below)
and on the hidden state Zt = 0, the counts are negative
binomially (NB) distributed, and given Zt = 1 the counts
are the sum of two independent negative binomial ran-
dom variables, corresponding to background and fore-
ground counts. Using this distribution avoids estimation
problems caused by overdispersion of the data when
greater variability than expected is observed. Such issues
would arise if we used the simple Poisson model that
implies equality between the mean and the variance of the
counts. In addition, the NB can be expressed as a Poisson-
Gamma mixture to make parameter estimation and addi-
tions to the model more straightforward. When a control
sample is available, it is included in the analysis by intro-
ducing a parameter via Poisson regression, as shown
below. In this way external factors causing high or low
read concentration can be quantified using the density of
the Input reads and protein-related enrichment can be
correctly identified.

The emission distributions of the model are

where � (�, �) represents the Gamma distribution with
density f(x|�, �) � x�-1 exp(-�x) for x � 0, wt is the number
of Input fragments with 5' ends in windows t and t + 1 (on
either strand), �0 and �1 are the parameters corresponding
to relative fragment abundance in the unenriched and
enriched regions respectively, � is the parameter that
allows for the dependence on the Input sample, and �0,
�0, �1 and �1 are hyperparameters.

Parameter and state estimation
Within the Bayesian framework of this paper we use effi-
cient Markov chain Monte Carlo (MCMC) algorithms, as
opposed to the Expectation-Maximization (EM) algo-
rithm [20] that has been commonly used for HMM
parameter estimation, thus providing a natural way of
avoiding problems with unstable numerical optimisation.
Bayesian methods estimate the model parameters by sam-
pling from their full posterior density rather than giving
point estimates, and offer the opportunity of including
prior parameter information in the analysis [21].

MCMC algorithms take an approach similar to EM by
using the complete data (i.e., observed reads and missing
hidden states) to sample from the posterior distributions
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below. In this way external factors causing high or low
read concentration can be quantified using the density of
the Input reads and protein-related enrichment can be
correctly identified.
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�0, �1 and �1 are hyperparameters.

Parameter and state estimation
Within the Bayesian framework of this paper we use effi-
cient Markov chain Monte Carlo (MCMC) algorithms, as
opposed to the Expectation-Maximization (EM) algo-
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parameter estimation, thus providing a natural way of
avoiding problems with unstable numerical optimisation.
Bayesian methods estimate the model parameters by sam-
pling from their full posterior density rather than giving
point estimates, and offer the opportunity of including
prior parameter information in the analysis [21].
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compared to the negative binomial. The Poisson distribu-
tion allows for less variability and thus may have a larger
mean to accommodate some of the higher observed val-
ues. There is little evidence, on the other hand, suggesting
discrepancy between the negative binomial model and
the data. This strengthens our belief that the more flexible
model is desirable to better explain the important features
of the data.

Testing
Application to exampled data
We present the results from region 90,000,000-
95,000,000 bp on mouse chromosome 16, which accom-
modates a large number of reads and is likely to have
more sites than a randomly selected genomic region. As
can be seen in Figure 5, the posterior probabilities of
enrichment from our model are for the most part practi-
cally 0 (most windows show no evidence of enrichment),
while most of the remaining probabilities are very close to
one (those windows that show strong evidence of enrich-
ment and will be in regions we call as peaks). We set a
threshold at 0.50 for both data sets and classify all regions
with probabilities greater than that as enriched.

Our method called 149 peaks for HNF4� and 58 for
H3K4me3 and we compared these results with the find-
ings of other peak-callers. The second time the algorithm
was run, using an offset of half a window's length, we
identified two additional peaks compared to the initial
run, for both data sets, which implies that it would be
unlikely to identify any more regions with a third shift of
the window boundaries.

We used the algorithms ChIPSeq Peak-Finder (CSPF),
MACS and PeakSeq for comparison. We chose those three

because they take different approaches and vary in com-
plexity, thus giving a wide spectrum of possible results.
CSPF uses simple height criteria in comparison with the
control sample to call peaks, whereas MACS takes a
model-based approach by first scanning for peaks on
opposite DNA strands and then using Poisson probabili-
ties to detect enrichment. As mentioned in the introduc-
tion, PeakSeq takes into account the mappability of the
underlying regions and makes the control and ChIP sam-
ples comparable by normalising the first with respect to
the background noise of the latter. Then it uses binomial
probabilities to generate p-values and detect significantly
large read concentrations. The results are presented as
Venn diagrams in Figure 6.

In our examples, we note that all but one of the peaks
called by BayesPeak are identified by at least one other
method, thus giving us confidence that BayesPeak is call-
ing only true peaks. Peaks that other methods call, but
that BayesPeak does not, may show discrepancy from the
model that underpins BayesPeak, as will be discussed in
the conclusions. MACS reports more peaks than any other
method, suggesting that MACS may be returning peaks
that represent false positives. Note that BayesPeak can
return more peaks by accepting a lower posterior proba-
bility threshold, but these additional peaks are more likely
to be background features.

Motif analysis
Transcription factors bind to a set of specific DNA
sequences, many of which have been identified by previ-
ous studies. We used motif analysis to check whether the
called peaks contain the known motif of the transcription
factor, indicating that they represent proper transcription
factor binding sites.

A closer view of some HeK4me3 and HNF4� peaksFigure 3
A closer view of some HeK4me3 and HNF4� peaks. These histograms present the counts of the 5' ends of the reads 
from the H3K4me3 and the HNF4� data, forming peaks on the forward (red) and reverse (blue) strand. The offset between 
them shows how the enclosed area corresponds to an enriched region. The plots are on a different scale to show the density 
of reads clearly and highlight the difference between the peaks formed by a histone mark and a transcription factor.
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enumerating the conceptual modules of each data set. 
For example, clustering of RNA expression reveals co-
expressed genes98, clustering of histone modifications 
gives loci that share similar chromatin structure57,89,99, 
protein–protein interaction clustering finds proteins in 
the same complex100, and genetic interaction clustering 
reveals members of the same or similar pathways55.

Although all modules are tethered to the genome, 
modules from one experiment are not linked to those 
from others. Thus, the next task in data integration is 
to connect these modules. One approach is to examine 
a module from one data type — for example, chromatin 
signatures — in the context of another data type — for 
example, DNA methylation25,101,102. Alignment of data 
sets on a browser, such as the University of California-
Santa Cruz (UCSC) Genome Browser103, might be useful 
in this regard (FIG. 3). Furthermore, the Genome Browser 
also contains annotations, such as gene definitions, 
evolutionary conservation and disease associations104.  
Therefore, co-clustering of new experimental data 
with known annotations can provide an easy bridge 

to hypothesis generation. In the past, when genomics  
consisted only of global gene-expression analysis, anno-
tation libraries such as Gene Ontology105 and the more 
sophisticated Gene Set Enrichment Analysis106 were 
developed to provide an easy way to assess the biological 
significance of gene hits. As data sets are now extending 
to include ncRNAs, disease-associated SNPs and regions 
of transcription-factor binding, it seems that ‘Locus 
Set Enrichment Analysis’ will be an important part of 
genomics. Sets of loci that share factor binding, epigenetic 
modifications or disease association will provide efficient 
ways to form hypotheses regarding function outside of  
coding regions.

Another approach to connecting conceptual mod-
ules involves network biology, which leverages high-
throughput techniques to find relationships that connect 
genomic loci and conceptual groups. Such approaches 
include: Hi-C, which maps how chromosomal interac-
tions connect genomic loci to each other; E-MAPs, which 
use genetic interactions to connect proteins to pathways; 
and ChIP–seq, which links transcription factors with 

Figure 3 | Data visualization. The University of California-Santa Cruz (UCSC) Genome Browser is a tool for viewing 
genomic data sets. A vast amount of data is available for viewing through this browser. This example from the browser 
shows numerous data types in K562 cells from the ENCODE Consortium. A random gene was selected — katanin p60 
subunit A-like 1 (KATNAL1) — that shows several points that can be identified by using this tool. The promoter has a 
typical chromatin structure (a peak of histone 3 lysine 4 trimethylation (H3K4me3) between the bimodal peaks of 
H3K4me1), is bound by RNA polymerase II (RNAPII) and is DNase hypersensitive. The gene is transcribed, as indicated 
by RNA sequencing (RNA–seq) data, as well as H3K36me3 localization. The gene lies between two CCCTC-binding 
factor (CTCF)-bound sites that could be tested for insulator activity. An intronic H3K4me1 peak (highlighted) predicts 
an enhancer element, corroborated by the DNase I hypersensitivity site peak. There is a broad repressive domain of 
H3K27me3 downstream, which could have an open chromatin structure in another cell type.

REVIEWS

NATURE REVIEWS | GENETICS  VOLUME 11 | JULY 2010 | 481

© 20  Macmillan Publishers Limited. All rights reserved10



Institute of Molecular Life Sciences 

Heights	  and	  widths	  of	  “peaks”	  across	  ChIP-‐seq	  datasets	  

26.06.13 Epigenomics, Mark D. Robinson 
 

Page 68 

Heights and 
Widths of CHERs 

The heights and 
widths of enriched 
regions strongly 
depend on the 
genomic mark that is 
tested. 
 
Peaks with high 
coverage and lengths 
being a multiple of the 
fragment lengths 
represent artifacts. 

chipseq 



Institute of Molecular Life Sciences 

Exploratory	  analyses	  

Filion	  et	  al.	  Cell	  2010	  

53 chromatin factors 
(ChIP-seq) 
 
Compression to 3 
principal components 
 
Learn HMM 
 
Every region of the 
genome partitioned into 
5 “states” (here, 
assigned a colour) 



Institute of Molecular Life Sciences 

Exploratory	  analyses	  

Filion	  et	  al.	  Cell	  2010	  

“Colours” are reflective 
of various features 

genome-wide ChIP of H3K9me2, a histone mark that is predom-
inantly generated by SU(VAR)3-9 and bound by HP1 (Hediger
and Gasser, 2006) . Indeed, H3K9me2 is highly and specifically
enriched in GREEN chromatin (Figure 3B).
BLUE chromatin corresponds to PcG chromatin, as shown by

the extensive binding by the PcG proteins PC, E(Z), PCL, and
SCE. Indeed, well-known PcG target loci such as the Hox
gene clusters are localized in BLUE domains (Figure S2B).
Furthermore, genome-wide ChIP of H3K27me3, the histone
mark that is generated by E(Z) and recognized by PC (Sparmann
and van Lohuizen, 2006), is highly enriched in BLUE chromatin
(Figure 3B). We emphasize that these histone modification
profiles serve as independent validation because they were not

used in the five-state HMMclassification. The fact that twomajor
well-known chromatin types were faithfully recovered indicates
that our chromatin classification strategy is biologically mean-
ingful.
Of interest, we identified several additional proteins that mark

BLUE or GREEN chromatin, or both. For example, moderate
degrees of occupancy of the histone deacetylase (HDAC)
RPD3 occur in both BLUE and GREEN chromatin, in accordance
with known biochemical and genetic interactions of RPD3 with
PcG proteins as well as SU(VAR)3-9 (Czermin et al., 2001; Tie
et al., 2003). The presence of EFF in BLUE chromatin is consis-
tent with a reported role of this protein in PcG-mediated silencing
(Fauvarque et al., 2001).

A

B C D

Genome coverage

117 Mb

Number of domains

8428 domains

All genes

15145 genes

Silent genes

4229 silent genes

Length of domains

0
40

80
0

20
0

0
20

0

co
un

t
0

20
0

Domain length (kb)
0 10 20 30 40

0
25

0

>50

Number of genes per domain

0
20

0
0

60
0

0
30

0

co
un

t
0

20
0

Number of genes / domain
0

50
0

0 1 2 3 4 5 6 7 8 9 10 >10

mRNA expression

0
20

40
0

40
0

0
15

00

ge
ne

 c
ou

nt

0
40

0
0

10
0

−1 0 1 2 3 4

log10(RNA tag count)

no
 ta

gs

Figure 2. Characteristics of the Five Chromatin Types
(A) Coverage and gene content of chromatin domains of each type. The chromatin type of a gene is defined as the chromatin type at its transcription start site

(TSS). Gray sectors correspond to geneswhose TSSmaps at the transition between two chromatin types. Silent genes have an average RNA tag count less than 1

per million total tags (see D).

(B) Length distribution of chromatin domains, i.e., genomic segments covered contiguously by one chromatin type.

(C) Distribution of the number of genes per chromatin domain. Because some genes overlap with more than one domain, genes are assigned to a chromatin type

based on the type at the transcription start site.

(D) Histogram of mRNA expression determined by RNA tag profiling. Data are represented as log10 (tags per million total tags).

Dashed vertical lines in (B)–(D) indicate medians.
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No compression 
 
Every 200bp region of the 
genome is binarized based 
on a background model 
 
Multivariate HMM is trained; 
genome is partitioned into 15 
states 



Institute of Molecular Life Sciences 

ChromHMM	  

Ernst	  and	  Kellis,	  Nature	  Methods	  (March)	  2012	  

NATURE METHODS | VOL.9 NO.3 | MARCH 2012 | 215

CORRESPONDENCE

ChromHMM outputs both the learned chromatin-state model 
parameters and the chromatin-state assignments for each genom-
ic position. The learned emission and transition parameters are 
returned in both text and image format (Fig. 1), automatically 
grouping chromatin states with similar emission parameters or 
proximal genomic locations, although a user-specified reordering 
can also be used (Supplementary Figs. 1–2 and Supplementary 
Note). ChromHMM enables the study of the likely biological 
roles of each chromatin state based on enrichment in diverse 
external annotations and experimental data, shown as heat maps 
and tables (Fig. 1), both for direct genomic overlap and at vari-
ous distances from a chromatin state (Supplementary Fig. 3).  
ChromHMM also generates custom genome browser tracks6 that 
show the resulting chromatin-state segmentation in dense view 
(single color-coded track) or expanded view (each state shown 
separately) (Fig. 1). All the files ChromHMM produces by default 
are summarized on a webpage (Supplementary Data).

ChromHMM also enables the analysis of chromatin states 
across multiple cell types. When the chromatin marks are com-
mon across the cell types, a common model can be learned by 
a virtual ‘concatenation’ of the chromosomes of all cell types. 
Alternatively a model can be learned by a virtual ‘stacking’ of all 
marks across cell types, or independent models can be learned in 
each cell type. Lastly, ChromHMM supports the comparison of 
models with different number of chromatin states based on cor-
relations in their emission parameters (Supplementary Fig. 4).

We wrote the software in Java, which allows it to be run on 
virtually any computer. ChromHMM and additional documenta-
tion is freely available at http://compbio.mit.edu/ChromHMM/.

ChromHMM: automating chromatin-
state discovery and characterization
To the Editor: Chromatin-state annotation using combinations 
of chromatin modification patterns has emerged as a powerful 
approach for discovering regulatory regions and their cell type–
specific activity patterns and for interpreting disease-association 
studies1–5. However, the computational challenge of learning 
chromatin-state models from large numbers of chromatin modi-
fication datasets in multiple cell types still requires extensive bio-
informatics expertise. To address this challenge, we developed 
ChromHMM, an automated computational system for learning 
chromatin states, characterizing their biological functions and 
correlations with large-scale functional datasets and visualizing 
the resulting genome-wide maps of chromatin-state annotations.

ChromHMM is based on a multivariate hidden Markov model 
that models the observed combination of chromatin marks using 
a product of independent Bernoulli random variables2, which 
enables robust learning of complex patterns of many chromatin 
modifications. As input, it receives a list of aligned reads for each 
chromatin mark, which are automatically converted into pres-
ence or absence calls for each mark across the genome, based on 
a Poisson background distribution. One can use an optional addi-
tional input of aligned reads for a control dataset to either adjust 
the threshold for present or absent calls, or as an additional input 
mark. Alternatively, the user can input files that contain calls from 
an independent peak caller. By default, chromatin states are ana-
lyzed at 200-base-pair intervals that roughly approximate nucleo-
some sizes, but smaller or larger windows 
can be specified. We also developed an 
improved parameter-initialization proce-
dure that enables relatively efficient infer-
ence of comparable models across differ-
ent numbers of states (Supplementary 
Note).

Figure 1 | Sample outputs of ChromHMM.  
(a) Example of chromatin-state annotation 
tracks produced from ChromHMM and visualized 
in the UCSC genome browser6, including 
dense view (top; single track), expanded view 
(bottom; separate tracks). (b,c) Heat maps 
for model parameters (b) and for chromatin-
state functional enrichments (c). The columns 
indicate the relative percentage of the genome 
represented by each chromatin state and relative 
fold enrichment for several types of annotation. 
CTCF, CTC-binding factor; WCE, whole-cell extract; 
TSS, transcription start site; TES, transcript end 
site; and GM12878 is a lymphoblastoid cell line.
Data in this example correspond to a previous 
model learned across nine cell types3.
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ChromHMM outputs both the learned chromatin-state model 
parameters and the chromatin-state assignments for each genom-
ic position. The learned emission and transition parameters are 
returned in both text and image format (Fig. 1), automatically 
grouping chromatin states with similar emission parameters or 
proximal genomic locations, although a user-specified reordering 
can also be used (Supplementary Figs. 1–2 and Supplementary 
Note). ChromHMM enables the study of the likely biological 
roles of each chromatin state based on enrichment in diverse 
external annotations and experimental data, shown as heat maps 
and tables (Fig. 1), both for direct genomic overlap and at vari-
ous distances from a chromatin state (Supplementary Fig. 3).  
ChromHMM also generates custom genome browser tracks6 that 
show the resulting chromatin-state segmentation in dense view 
(single color-coded track) or expanded view (each state shown 
separately) (Fig. 1). All the files ChromHMM produces by default 
are summarized on a webpage (Supplementary Data).

ChromHMM also enables the analysis of chromatin states 
across multiple cell types. When the chromatin marks are com-
mon across the cell types, a common model can be learned by 
a virtual ‘concatenation’ of the chromosomes of all cell types. 
Alternatively a model can be learned by a virtual ‘stacking’ of all 
marks across cell types, or independent models can be learned in 
each cell type. Lastly, ChromHMM supports the comparison of 
models with different number of chromatin states based on cor-
relations in their emission parameters (Supplementary Fig. 4).

We wrote the software in Java, which allows it to be run on 
virtually any computer. ChromHMM and additional documenta-
tion is freely available at http://compbio.mit.edu/ChromHMM/.

ChromHMM: automating chromatin-
state discovery and characterization
To the Editor: Chromatin-state annotation using combinations 
of chromatin modification patterns has emerged as a powerful 
approach for discovering regulatory regions and their cell type–
specific activity patterns and for interpreting disease-association 
studies1–5. However, the computational challenge of learning 
chromatin-state models from large numbers of chromatin modi-
fication datasets in multiple cell types still requires extensive bio-
informatics expertise. To address this challenge, we developed 
ChromHMM, an automated computational system for learning 
chromatin states, characterizing their biological functions and 
correlations with large-scale functional datasets and visualizing 
the resulting genome-wide maps of chromatin-state annotations.

ChromHMM is based on a multivariate hidden Markov model 
that models the observed combination of chromatin marks using 
a product of independent Bernoulli random variables2, which 
enables robust learning of complex patterns of many chromatin 
modifications. As input, it receives a list of aligned reads for each 
chromatin mark, which are automatically converted into pres-
ence or absence calls for each mark across the genome, based on 
a Poisson background distribution. One can use an optional addi-
tional input of aligned reads for a control dataset to either adjust 
the threshold for present or absent calls, or as an additional input 
mark. Alternatively, the user can input files that contain calls from 
an independent peak caller. By default, chromatin states are ana-
lyzed at 200-base-pair intervals that roughly approximate nucleo-
some sizes, but smaller or larger windows 
can be specified. We also developed an 
improved parameter-initialization proce-
dure that enables relatively efficient infer-
ence of comparable models across differ-
ent numbers of states (Supplementary 
Note).

Figure 1 | Sample outputs of ChromHMM.  
(a) Example of chromatin-state annotation 
tracks produced from ChromHMM and visualized 
in the UCSC genome browser6, including 
dense view (top; single track), expanded view 
(bottom; separate tracks). (b,c) Heat maps 
for model parameters (b) and for chromatin-
state functional enrichments (c). The columns 
indicate the relative percentage of the genome 
represented by each chromatin state and relative 
fold enrichment for several types of annotation. 
CTCF, CTC-binding factor; WCE, whole-cell extract; 
TSS, transcription start site; TES, transcript end 
site; and GM12878 is a lymphoblastoid cell line.
Data in this example correspond to a previous 
model learned across nine cell types3.
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Self-‐organizing	  map	  “compression”	  

26.06.13 Epigenomics, Mark D. Robinson Page 73 

Dunham et al. 
2012 Nature 
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SOM	  to	  other	  features	  

26.06.13 Epigenomics, Mark D. Robinson Page 74 

Dunham et al. 
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Exploratory	  analysis:	  clustering	  
combined	  epigenomic	  profiles	  

Calculate coverage around 
features of interest (here, TSSs) 

Cluster collective epigenomeic 
signal using k-means, display 
as heatmap/line, order clusters 
by expression 

Overlay expression, order 
clusters by median 

Available in Repitools 
package* 

*Statham	  et	  al.	  Bioinforma/cs	  2010	  
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Clustering	  changes	  (just	  DE	  genes)	  
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